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Abstract 

Background: The explosive growth of next‑generation sequencing data has resulted 
in ultra‑large‑scale datasets and significant computational challenges. As the cost 
of next‑generation sequencing (NGS) has decreased, the amount of genomic data 
has surged globally. However, the cost and complexity of the computational resources 
required continue to be substantial barriers to leveraging big data. A promising solu‑
tion to these computational challenges is cloud computing, which provides research‑
ers with the necessary CPUs, memory, storage, and software tools.

Results: Here, we present Closha 2.0, a cloud computing service that offers a user‑
friendly platform for analyzing massive genomic datasets. Closha 2.0 is designed to pro‑
vide a cloud‑based environment that enables all genomic researchers, including those 
with limited or no programming experience, to easily analyze their genomic data. The 
new 2.0 version of Closha has more user‑friendly features than the previous 1.0 version. 
Firstly, the workbench features a script editor that supports Python, R, and shell script 
programming, enabling users to write scripts and integrate them into their pipelines. 
This functionality is particularly useful for downstream analysis. Second, Closha 2.0 
runs on containers, which execute each tool in an independent environment. This 
provides a stable environment and prevents dependency issues and version conflicts 
among tools. Additionally, users can execute each step of a pipeline individually, 
allowing them to test applications at each stage and adjust parameters to achieve 
the desired results. We also updated a high‑speed data transmission tool called GBox 
that facilitates the rapid transfer of large datasets.

Conclusions: The analysis pipelines on Closha 2.0 are reproducible, with all analysis 
parameters and inputs being permanently recorded. Closha 2.0 simplifies multi‑
step analysis with drag‑and‑drop functionality and provides a user‑friendly interface 
for genomic scientists to obtain accurate results from NGS data. Closha 2.0 is freely 
available at https:// www. kobic. re. kr/ closh a2.
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Background
Since the early 2000s, substantial advancements in next-generation sequencing (NGS) 
have led to a rapid increase in the amounts of large-scale genomic data generated [1]. 
The use of large sequencing datasets in research is increasing, with public repositories 
for raw sequencing data doubling in size every 18 months [2, 3]. Researchers need sig-
nificant computational resources and complex workflows to effectively analyze exten-
sive NGS datasets [4]. The advancement of a wide range of open-source tools fuels 
genomic data analysis. Many tools perform a specific task, and when used one after 
another, they can process large volumes of genomic data [5]. A series of bioinformat-
ics tools that process raw sequencing data and generate interpretations from genomic 
data is called a pipeline or a workflow. Snakemake and Nextflow are commonly used 
workflow management systems that aim to reduce the complexity of creating work-
flows by providing a fast and user-friendly execution environment, and to create 
reproducible and scalable data analysis pipelines. Despite the availability of numerous 
computational tools and methods for genomic data analysis, genomic researchers still 
face challenges in installing and maintaining these tools, integrating them into work-
able pipelines, finding accessible computational platforms, configuring the computing 
environment, and performing the actual analysis [6].

To address these challenges, the cloud computing model has been suggested as a 
solution in genomic data analysis and continues to be widely used today [7]. Cloud 
computing offers genomic researchers on-demand resources by abstracting the 
underlying infrastructure from a service provider [8]. In the computation-as-a-ser-
vice cloud model, researchers use the necessary hardware and software for data anal-
ysis as long as needed to accomplish their objectives [9]. In the field of computational 
biology, Galaxy is one of the most widely used free cloud computing services, offering 
a platform for scientific workflows, data integration, and data analysis [10]. Originally 
designed for genomics research, it has evolved into a versatile bioinformatics work-
flow management platform. Moreover, to meet the rapidly growing computational 
demands, commercial clouds such as Amazon Web Services (AWS), Google Cloud 
Platform, and Microsoft Azure are becoming indispensable for their ability to provide 
and manage vast amounts of computer resources [11–13]. In particular, AWS is the 
most widely used and well-known commercial cloud service globally, with many bio-
informatics and genomics researchers using it for data analysis [14].

These platforms have provided significant insights into the technical requirements 
for leveraging cloud computing in genomic data analysis; however, some challenges 
persist. For example, As the research area of genomic data utilization expands, the 
downstream analysis of data has become increasingly diverse. Although cloud com-
puting services provide various bioinformatics tools, there are a wide variety of users’ 
analytical demands. To meet these requirements, cloud computing services now 
necessitate the ability to code script language such as Python, R, Sell on the fly. In 
addition, to analyze genomic data in the cloud server, the first step is to upload their 
data to the server. However, as the volume of genomic data rapidly increases, upload-
ing such large datasets is becoming gradually challenging. Therefore, it has become 
essential for cloud servers to provide the capability for users to quickly upload their 
large volumes of data.
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We developed Closha 2.0, a cloud computing platform for online biological data analy-
sis. Users can use the Closha 2.0 workbench to upload data, design workflows, choose 
from curated pipelines, and easily view the analysis results on their local computer. 
The user-friendly software environment enables users with limited Linux experience to 
perform biological data analysis through simple drag-and-drop actions. Moreover, the 
workbench features a script editor that supports scripting languages such as Python and 
R, enabling advanced users to code in real-time. These scripts can be integrated as nodes 
in a pipeline. We also updated a high-speed data transmission solution to transfer large 
amounts of data more stably and reliably than the previous version, KoDS. Our cloud-
based workflow management system helps users run in-house pipelines or construct a 
series of steps in an organized manner.

Here, a workflow represents a series of bioinformatics applications being executed, 
with each step involving a specific action that takes an input and produces an output. 
A pipeline typically emphasizes the continuous flow of items through various stages or 
tasks, whereas a workflow refers to the progression of an item through different status 
changes over time. Although a slight difference in meaning between “workflow” and 
“pipeline” exists, we use these two terms interchangeably in the manuscript. We aimed 
to address these challenges by enhancing accessibility and efficiency in genomic data 
analysis through the development and implementation of Closha 2.0.

Methods
Closha cloud computing model

The Closha 2.0 cloud computing service model is based on a client/server architecture. 
The workbench is a client program that runs on a local computer, while the Closha server 
provides cloud computing services, such as computing power, storage, and applications, 
to the workbench over a network (Fig. 1). The workbench provides a GUI interface com-
posed of several panels that display information on the projects, file explorer, workflow 
canvas, application parameters, curated pipelines, list of available analysis programs, and 
job execution history and current progress of the user (Fig. 2).

The workbench operates on Windows, Linux, and Mac operation system. Each execut-
able file can be downloaded from the Closha website, and for the Mac version, a separate 
authentication process must be completed before it can be executed. Detailed execution 
and authentication procedures are described in detail in the manual.

The curated pipelines on the workbench are grouped into categories. Currently, two 
categories are available: Bioinformatics and Machine Learning. When a user selects a 
pipeline, it is displayed on the canvas, and its parameters are adjusted in the applica-
tion parameters panel. When a user executes a tool, its output datasets are added to the 
execution and history panel. The colors on the canvas show the state of the running tool. 
Clicking on a dataset in the panel provides a lot of information, including the tool and 
parameter settings used to create it.

Workflow manager

The Closha workflow management system, a workflow manager, was developed to 
provide a framework for creating, executing, and monitoring workflows. It efficiently 
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uses resources by parallelizing various steps, such as running multiple tools simul-
taneously, optimizing parameters, and incorporating dynamically changing reference 
data. The workflow manager in Closha 2.0 uses the container orchestration system 
Podman to automatically manage the scheduling and deployment of containers, ena-
bling the effective utilization of the available resources. Podman is a tool used for 

Fig. 1 The flowchart of the high‑level Chosha2 cloud computing infrastructure. When users upload data 
to the Closha2 cloud computing server via GBox and execute a selected workflow, the workflow manager 
of Closha2 automatically runs the workflow. The workflow manager manages the cloud service using the 
cloud engine, Podman, on the Closha2 server. The completed analysis workflow is managed by the workflow 
manager to be stored for reuse or sharing

Fig. 2 Screenshot of the Closha workbench. The Closha workbench has several panels: a my project, b 
canvas, c script editor, d curated pipelines, e applications, f file browser, g viewer, h parameter and history, i 
miniature view
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managing containers and images, mounting volumes into those containers, and run-
ning containers on Linux.

Workflow canvas

The workflow canvas is the main graphical user interface of the workbench, in which 
users can manipulate a workflow by arranging and connecting applications for biological 
data analysis. It provides a point-and-click interface for users to drag-and-drop tools into 
workflows and chain them together, enabling users without programming experience to 
create complex computational pipelines.

In a workflow, each step is called a node, which is classified as a start, end, or applica-
tion node, based on its function. The start and end nodes are essential nodes located at 
the beginning and end of every workflow. Application nodes are responsible for bioin-
formatic analytical functions and are composed of publicly available tools provided by 
the Closha server. To become an application node on the workbench, a tool must first be 
installed on the Closha server, and then a wrapper function is attached to it to define the 
input and output of the tool.

The canvas provides the GUI interface for creating a new workflow with Closha nodes. 
Users can either use a curated pipeline or modify it to create a custom pipeline on the 
canvas. The canvas simplifies the creation of multi-step analyses using drag-and-drop 
functionality. Tool parameters can be set in the parameter panel. Workflows enable the 
automation and repeated running of large dataset analyses. Thus, once workflows are 
created, they function as tools.

Curated pipelines

The construction of a new data analysis pipeline can be challenging for beginners in 
computational biology. Thus, utilizing a curated or commonly used pipeline for ana-
lyzing specific types of data is recommended. The workbench offers several analysis 
pipelines in the curated pipeline panel, which have been tested by the Closha team. 
Using curated pipelines eliminates the necessity of building a new pipeline and allows 
researchers with no computational background to utilize optimal methods to perform 
bioinformatics tasks.

Coding on the workbench

Users can write scripts using languages such as Python, R, and Bash directly within the 
workbench. By selecting the "New Script" menu in the script panel, the workbench opens 
a script editor where Python, R, and Bash scripts can be entered. Users can develop and 
test their script, and then add it to the workflow on the fly. To register a user’s script as a 
node, users have to enter the program’s name and description, and define the input files 
and output directory. Programs registered as nodes can be used in the development of 
pipelines like Closha’s public tools.

Reentrancy function

Since computational workflows have multiple steps, any errors or manual intervention 
that interrupt the operation of a pipeline require it to be restarted. This leads to the 
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re-computation of already computed results and the unnecessary use of computational 
resources.

The Closha workflow manager allows for reentrancy by handling such events. This 
enables users to resume a pipeline from the last step that was successfully executed, 
rather than starting the entire process all over again, in case of disruption. Reentrancy 
also reduces the necessity of recalculating data processing tasks. To accomplish this, the 
workflow manager stores the intermediate results and data files.

Furthermore, the workflow manager enables users to independently execute each 
step within the workflow. This allows the verification of whether each step can produce 
the desired result before running the entire workflow. It also enables the execution of 
some parts of the entire workflow. Although reentrancy could lead to increased storage 
demands when generating intermediate files, it saves considerable time and computa-
tional resources.

GBox for high‑speed data transfer

To effectively utilize the analysis service on Closha 2.0, users need to transfer the large 
sequence data files from their local computer to the remote Closha storage space. To 
support this, we developed GBox, a big data transfer tool capable of high-speed and 

Fig. 3 Screenshot of the GBox. GBox enables quick uploads and downloads of large‑scale data, ranging from 
millions of small files to very large datasets

Table 1 Comparison of FTP/HTTP and GBox

Features FTP/HTTP GBox

Transport protocols Data transfer based on standard protocols Optimized data transfer using a multi‑
channel dedicated protocol

Bandwidth management Potential network congestion due to insuf‑
ficient bandwidth management

Minimize network congestion through 
efficient bandwidth utilization

Transfer speed Relatively slow speed when transferring 
large data volumes

High‑speed transfer with an optimized 
transmission algorithm
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large-scale data file transfer (Fig. 3). GBox has features that distinguish it from conven-
tional FTP/HTTP protocols in terms of transmission protocol, bandwidth management, 
and transfer speed (Table 1). These features enable reliable file transfers that are roughly 
ten times faster than traditional FTP or HTTP methods, all accomplished using an easy-
to-use interface. Users can upload sequence data files or download the resulting files 
with a size of up to 10 TB to their Closha storage using GBox.

GBox has advantages over KoDS of Closha 1.0. First, we upgraded the transmission 
engine, which dynamically allocates network resources according to real-time condi-
tions when multiple users are transmitting data, enabling simultaneous data transfers for 
numerous users. Second, GBox shows real-time transmission status information, which 
helps avoid network congestion during data transfers. Third, the transmission engine 
employed by GBox enhances data security by offering secure file transfer capabilities 
through data encryption. Lastly, GBox includes several convenient functions for file 
management, such as moving, copying, and deleting. It also allows users to set minimum 
and maximum network resource allocations during data transfers, thereby optimizing 
the use of network resources according to the user’s network environment.

Cloud computing architecture and environment

The Closha pipeline operates on a cluster of 33 high-performance computing nodes, 
each equipped with 1,188 CPU cores and 12.4 TB of memory. The primary storage sys-
tem is constructed using the Lustre parallel file system to efficiently manage and store 
extensive amounts of data, providing fast throughput and enabling the handling of 
numerous analytical tasks simultaneously with great scalability. Each analysis pipeline 
is allocated 6 CPU cores and 64 GB of memory by default. Users can also select a GPU 
server for running a machine learning pipeline or a large memory server with 12 TB of 
memory. Each user can utilize up to 10 TB of storage space. We are able to provide addi-
tional hardware upon request for users who require more computing hardware.

Users can run multiple analysis pipelines in parallel using the Closha cloud computing 
environment. Furthermore, Podman offers a separate execution environment to coordi-
nate the different execution environments required for various analytical tools, allowing 
users to conduct data analysis in a uniform environment.

The analysis service of Closha 2.0 uses a NoSQL database that combines Apache 
HBase and Phoenix to efficiently store and manage large-scale logs and metadata gener-
ated during analysis execution. This combination allows for efficient metadata storage 
and allows users to easily make changes to the data model by storing data in JSON for-
mat. A real-time data search and the monitoring of the execution status of the analysis 
pipeline are included, enabling quick retrieval and analysis of the data collected (Fig. 4).

Results
Comparison between Closha 1.0 and Closha 2.0

The Closha 2.0 workbench includes more user-friendly features than the previous 
1.0 version (Table 2). Firstly, it operates based on containers. Container technology 
offers process-level isolation, minimizing interference between applications. Thus, 
the container-based environment allows the execution of bioinformatics tools in 
an independent environment, thereby preventing dependency issues and version 
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conflicts among analytical tools. We can address the issue of conflicts between 
different versions of the same tool. Compared to Closha 1.0, Closha 2.0 does not 
support Hadoop-based bioinformatics tools because most of them are no longer 
updated. Second, the workbench includes a script editor that supports Python, R, 
and shell script programs. This enables users to directly write scripts and integrate 
them into pipelines for data analysis. Third, Closha 2.0 provides a reentrancy func-
tion that allows users to execute each step of a pipeline individually. Therefore, 
users test applications in each step and adjust the parameters for each application 
to obtain the desired results. Fourth, we updated a high-speed file transfer tool from 
KoDS to GBox. It supports more stable and secure file transmission. Lastly, users 
can choose between one or six CPU cores. In Closha 1.0, only one CPU core was 
allocated for each user’s job. Users also select a GPU server for running a machine 
learning pipeline or a large memory server for assembling genome sequencing reads.

Fig. 4 Overview of the container processing step. In the Closha 2.0 cloud service, we support a 
container‑based secure, and independent analysis environment to easily support analysis tools and user 
script code execution environments. Users can perform analysis and verify the results using registered 
Podman images

Table 2 Comparison of Closha 1.0 and Closha 2.0

Closha 1.0 Closha 2.0

Architecture Operation‑based environment Container‑based virtualization

Script editing X O

File transfer tool KoDS GBox

Reentrancy function X O

Providing HW Only one CPU core Users can choose between one or six CPU cores. 
Users also select a GPU server or a large memory 
server
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Using Closha workbench

To use the Closha cloud computing service, users must create an account on the Closha 
homepage. Users can download the compressed file of the Closha workbench from the 
homepage and run it without having to go through an installation process. Closha work-
bench is available for free and is open-source software licensed under the GNU Gen-
eral Public License (GPL) version 3 or later. The Closha workbench is a multi-platform 
software that can be operated on Microsoft Windows (Windows 10/11), Macintosh 
OSX (OSX 14.2.1), and Linux (Ubuntu 20.3, Linux Rocky) operating systems. Using a 
local computer with the following specifications is recommended: a CPU of 2.8 GHz or 
higher, 2 cores, and a RAM of 8 GB or higher.

Single‑cell RNA sequencing pipeline

Closha workbench 2.0 provides a complete pipeline for analyzing large-scale single-cell 
RNA sequencing (scRNA-Seq) data in the curated pipeline panel. This pipeline enables 
the analysis of the gene expression of individual cells, making it easier to investigate cel-
lular differences and gain a better understanding of cellular roles and activities. Figure 5 
shows an overview of the scRNA-Seq analysis pipeline.

The scRNA-Seq data analysis pipeline consists of four main steps: data preprocess-
ing, dimensionality reduction, clustering analysis, and visualization. In the preprocess-
ing step, cells with low gene expression or insufficient reads are filtered out, and then 
the data is standardized before further analysis. The high-dimensional scRNA-Seq data 
is then subjected to dimensionality reduction using PCA, which minimizes informa-
tion loss [15]. The PCA-reduced data is clustered using the Louvain algorithm, a graph-
based method that groups cells according to their similarities. Finally, the clustered data 
is depicted in a lower-dimensional space through nonlinear dimensionality reduction 
methods, such as UMAP or t-SNE [16].

In the visualization step, the most important factor is to maintain the com-
plex organization of the data while improving its visual clarity. To achieve this, the 

Fig. 5 The scRNA‑Seq analysis pipeline implemented on the Closha workbench canvas
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scRNA-Seq pipeline includes visualizations using the UMAP, t-SNE, and FIt-SNE 
algorithms for comparative analysis to identify similarities and differences between 
cells from different algorithmic viewpoints. UMAP successfully preserves the general 
organization and clustering accuracy of the data, whereas t-SNE focuses on the spe-
cific structures within the data. FIt-SNE, an enhanced version of t-SNE, maintains its 
accuracy while also improving computational efficiency [17].

To evaluate the performance of the scRNA-Seq pipeline in the Closha workbench, 
we used scRNA-Seq data from 49,384 cells extracted from human lung tissue pro-
vided by the Human Cell Atlas project’s Mould-Human-10 × 3pv3, totaling approxi-
mately 357  GB of data (https:// explo re. data. human cella tlas. org/ proje cts/ 272b7 
602- 66cd- 4b02- a86b- 2b7c9 c51a9 ea). The execution of the scRNA-Seq pipeline pro-
vided the baseline runtime speed. Closha assigned six CPU cores and 64 GB of mem-
ory for a single scRNA-Seq job. Ultimately, it took approximately 47 h to complete the 
data analysis, with most of the time spent in the Cellranger analysis stage.

Creating a new pipeline

The Closha workbench allows users to design custom pipelines for analyzing their 
data directly on the canvas. Users can initiate the creation of a new analysis pipe-
line in Closha by selecting the “New Pipeline” option from the top menu, providing 
a name and description for the pipeline, and choosing the desired type of analysis 
pipeline.

When selecting “new analysis pipeline design” in the project type, users will only see 
the [Start] and [End] nodes on the canvas. Users can drag and drop the applications 
from the list of available applications located on the right of the canvas. After placing an 
application on the canvas, when the user hovers the mouse over the edge of the appli-
cation node icon, a connection mark that can be drawn to the next node is displayed. 
Starting from the mark, the connector must be dragged until the icon of the next node is 
connected, after which it becomes translucent. Users can use this method to connect to 
the start node, the application nodes, and the end node to conduct the analysis.

Next, users can adjust the parameter values by selecting the “Set Parameters” but-
ton on the toolbar before running the pipeline project. Default parameter values are 
automatically assigned upon the creation of a new project. Users can adjust these to 
meet the necessary conditions for configuring and examining their input data. The 
user can link their files to Closha by clicking on the “File Selection” icon, which opens 
a window where they can choose an input file, either personal or commonly used 
data, from the list. The output file path is automatically set as a sub-path of the pro-
ject when configuring the input data. Finally, the analysis pipeline is run, with a noti-
fication indicating that the analysis has begun. The progress of the project is shown in 
real-time through three modes: “finished,” “in progress,” and “pending.”

Users can view the resulting files by selecting the “result” icon in the menu bar, and 
then downloading them to their local computer by clicking the “Download” button 
located in the bottom menu. This enables GBox to be utilized for efficient high-speed 
transmission. Closha enables users to access files in different formats, such as text, 
HTML, and PNG, directly on the screen without the need to download them.

https://explore.data.humancellatlas.org/projects/272b7602-66cd-4b02-a86b-2b7c9c51a9ea
https://explore.data.humancellatlas.org/projects/272b7602-66cd-4b02-a86b-2b7c9c51a9ea
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Discussion
The significant decrease in the cost of NGS techniques over the past decade has dra-
matically reshaped genome research and led to its rapid adoption in biological research. 
Nowadays, a massive amount of data can be quickly generated using NGS platforms. 
With the exponential increase in the volume and complexity of the NGS data generated, 
cluster or high-performance computing (HPC) systems are essential for the analysis of 
large amounts of NGS data. However, the associated costs, including the infrastructure 
itself and the maintenance personnel, are usually prohibitive for small institutions or 
laboratories.

Cloud-based applications and resources have been specifically developed to address 
the computational challenges of working with very large volumes of data generated 
using NGS technology. Cloud computing has changed how we manage computational 
resources. Moreover, it is also increasingly changing how large computational resources 
are organized and how genomics scientists collaborate and deal with vast genome data 
sets.

In the field of biological data analysis, the need for cloud computing has emerged 
among both novice and experienced researchers. Beginners frequently lack knowledge 
about which tools or analysis pipelines are the most adequate for examining their data. 
Experienced data analysis experts not only set up workspaces but also prefer to write 
code directly within the workspace for real-time data analysis.

In addition, as the types of NGS applications increase, the specific goals of an experi-
ment become increasingly diverse. Although various bioinformatics tools were devel-
oped for processing genomic data, there are still a wide variety of users’ analytical 
demands to produce a publishable result. To meet these requirements, tools like Jupyter 
notebook or RStudio can be integrated into Galaxy and provide running ad hoc scripts 
within the Galaxy instance.

Closha 2.0 has a user-friendly feature that allows for easy script writing within the 
workbench to meet these requirements. Without the need for integration with exter-
nal script editors such as Jupyter or Rstudio, Closha 2.0 has directly implemented this 
functionality within the workbench. Researchers can write scripts in languages such as 
Python, R, and Bash on-the-fly for downstream analysis, as well as using the bioinfor-
matics tools. This function will provide significant flexibility for the analysis of genomic 
data.

With the advancement of data analysis technologies, many researchers are developing 
a variety of analysis pipelines tailored to their own data and research objectives, and are 
sharing them publically. In this flood of analysis pipelines, it has become increasingly 
challenging for beginners to select an appropriate pipeline for their studies. In the face 
of these practical challenges, we are developing best practice pipelines for different data 
types and curating them for optimal use. Furthermore, we keep installing public bioin-
formatics tools in the Closha server that will enable researchers to easily construct pipe-
lines using the provided tools.

Since many users transfer their data to the cloud server and analyze it, security 
becomes crucial in cloud environments. Storing users’ applications and data in the cloud 
is more secure than on-premises, especially when considering sensitive data such as per-
sonal information. Closha 2.0 offers enhanced security by rigorously isolating users’ data 
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and analytical tasks. Each user performs analyses in an independent working environ-
ment, with strict restrictions on data access from other users. Furthermore, to ensure 
the secure transmission of sensitive data, all user data is encrypted during transit and 
access rights are minimized to the owning user.

We developed Closha cloud computing services. Closha allows users to create multi-
step analyses using drag-and-drop functionality and to modify the parameters of pipe-
line tools. Closha provides an easy-to-use cloud workbench that reflects these diverse 
demands and will continue to develop and provide curated pipelines.

Conclusions
Closha 2.0 represents a significant advancement in cloud-based bioinformatics, address-
ing the computational challenges faced by the explosive growth of NGS data generated. 
By offering a user-friendly interface with drag-and-drop functionality, an integrated 
script editor, and container tool management, Closha 2.0 empowers both novice and 
experienced researchers to efficiently analyze their large-scale genomic datasets. The 
ability of the platform to execute and adjust each pipeline step individually, coupled with 
the high-speed data transmission solution GBox, ensures robust and flexible data pro-
cessing. As genomic research continues to evolve, Closha 2.0 stands out as a powerful 
tool for simplifying complex bioinformatics workflows, making advanced genomic anal-
ysis more accessible and reproducible in the scientific community. This platform not only 
simplifies complex workflows but also ensures reproducibility and scalability, underscor-
ing its relevance and importance in modern biological research. The source code, system 
architecture, and design information for Closha 2.0 have been made publicly available on 
GitHub (https:// github. com/ kobic- dev/ closha. git). The GitHub repository includes the 
source code along with documentation that provides a detailed explanation of Closha 
2.0’s core features and architecture.

Availability and requirements
Project name: Closha 2.0

Project home page: https:// www. kobic. re. kr/ closh a2
Operating system(s): Platform independent.
Programming language: Java.
Other requirements: The Closha workbench is operated on Microsoft Windows 

(Windows 10/11), Macintosh OSX (OSX 14.2.1), and Linux (Ubuntu 20.3, Linux Rocky) 
operating systems.

License: GNU General Public License (GPL) version 3 or later.
Any restrictions to use by non-academics: none.

Abbreviations
AWS  Amazon Web Services
GPL  General Public License
HPC  High‑Performance Computing
NGS  Next‑generation sequencing
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Availability of data and materials
The Closha 2.0 program is freely available at https:// www. kobic. re. kr/ closh a2. The Cloahs2 program includes the GBox 
tool. The source code, system architecture, and design information for Closha 2.0 can be downloaded from GitHub 
(https:// github. com/ kobic‑ dev/ closha. git). The GitHub repository includes the source code along with documentation 
that provides a detailed explanation of Closha 2.0’s core features and architecture. The scRNA‑Seq data provided by the 
Human Cell Atlas project’s Mould‑Human‑10 × 3pv3 is used to evaluate the performance of the scRNA‑Seq pipeline in 
the Closha workbench. The dataset is available at the Human Cell Atlas Data Explorer (https:// explo re. data. human cella 
tlas. org/ proje cts/ 272b7 602‑ 66cd‑4b02‑a86b‑2b7c9c51a9ea).
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