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Introduction
Quantifying the dependence between variables in biological networks is crucial, as 
understanding condition-responsive activations of biological processes relies on accu-
rately constructing these networks [1]. Several computing criteria are used to quantify 
relationships either between paired variables or among multiple variables [2]. Correla-
tion methods, such as Pearson correlation coefficient and partial correlation, are widely 
employed to assess the linear relationship between paired variables. In contrast, infor-
mation measures can evaluate the dependence between two or more variables, offering 
significant advantages over correlation methods. These advantages include the ability 
to capture more general nonlinear associations and reflect dynamics between variables. 
Commonly used information measures include mutual information (MI), conditional 
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PMI is another measure that dedicates to quantifying the nonlinear direct dependence 
between two random variables given a third, particularly if any one variable has a poten-
tially strong correlation with the third. For the discrete variables X, Y and Z, the formula 
for PMI is:

where p(x, y|z) = p∗(x|z) · p(y|z) is the partial independence of discrete variable X and Y 
given Z. Here p∗(x|z) and p∗(y|z) are defined as:

Another multivariate information measure is II, which quantifies the amount infor-
mation (synergy or redundancy) contained in a set of variables beyond any subset of 
those variables. The II value can be either negative or positive. For three-variable cases, 
a positive interaction information value typically indicates synergistic or cooperative 
relationships among the first two variables given the third, meaning that the combined 
information from the variables provides more insight together than individually. In con-
trast, a negative interaction information value suggests redundant or suppressive inter-
actions between the first two variables, where knowing the first two variables together 
yields less information than expected from their individual pairwise interactions [17]. 
The formula for II is expressed as:

PID is another emerging information measure that decomposes the source informa-
tion acting on a target into four parts: joint information (synergy), individual informa-
tion (two unique components), and shared information (redundancy). For three discrete 
variables X, Y and, the formula for PID is:

Synergy represents the additional information about Z provided by X and Y together, 
not by each individual variable. Redundancy refers to the portion of information about 
Z provided by either variable X or Y alone. The unique contribution from X (or Y) is the 
part of information provided only by X (or Y).

In summary, MI is suitable for quantifying nonlinear dependence between two vari-
ables in biological networks, while CMI and PMI are ideal for trivariate network infer-
ence. The synergistic and redundant information decomposed from II and PID can help 
biologists better decipher the cooperative and competitive relationships in more com-
plex biological networks.

(3)
CMI
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(5)p∗(x|z) =
∑

y∈Y
p(x|z, y)p(y), p∗(y|z) =

∑
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(6)II(X;Y;Z)= MI(X;Y)−CMI(X;Y|Z)

(7)
PID(X;Y, Z) = Synergy(Z;X, Y)+ UniqueY(Z;X)

+ UniqueX(Z;Y)+ Redundancy(Z;X, Y)
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Implementation and main functions
Our toolkit is an extension of the entropy R package. We leveraged three distinct 
entropy estimators from this package. Our key innovation lies in extending these 
entropy estimators to five unique information measures, which can be applied 
directly to pairs or triples of variables, offering enhanced versatility in analyzing vari-
able interactions.

The implementation of information measures typically involves first discretizing 
continuous variables into a count table, evaluating probabilities from the counts, 
estimating entropy based on the (joint) probability matrix, and finally calculat-
ing the information value associated between the variables. The package breaks the 
entire implementation process into three main parts: data discretization, probability/
entropy estimation, and information estimation. This user-oriented implementation 
allows users to freely combine discretization methods, probability or entropy evalua-
tors, and information metrics according to their specific requirements.

Two of the most common discretization methods are adopted in this package. The 
default method is a uniform width-based method, which divides the continuous data 
into N bins with equal width. The alternative is a uniform frequency-based approach, 
which divides the continuous data into N bins with an equal count. By default, both 
methods initialize the number of bins to the round-off value of the square root of the 
data size:

√
N .

In the probability estimation process, three types of probability estimators, refer-
enced from the ‘entropy’ package, are available: the empirical estimator (default), the 
Dirichlet distribution estimator, and the shrinkage estimator. The Dirichlet distribu-
tion estimator includes four different distributions with different prior values:

•	 method = ”ML”: maximum likelihood estimator, also referred to empirical prob-
ability,

•	 method = ”Jeffreys”: Dirichlet distribution estimator with prior a = 0.5,
•	 method = ”Laplace”: Dirichlet distribution estimator with prior a = 1,
•	 method = ”SG”: Dirichlet destruction estimator with prior a = 1

length(XY )
 , where 

XY is the joint count table for variables X and Y,
•	 method = ”minimax”: Dirichlet distribution estimator with prior a =

√
∑

(XY )

length(XY )

,
•	 method = ”shrink”: shrinkage estimator.

The most important functions in this package are the five different information meas-
ures, each ending with ‘.measure()’ as the postfix. They are ‘MI.measure()’ for MI, ‘CMI.
measure()’ for CMI, ‘II.measure()’ for II, ‘PID.measure()’ for PID and ‘PMI.measure()’ 
for PMI. Each function can be called with just a joint count table, but they also pro-
vide six probability estimation methods and three different base logarithmic calculations 
for users to choose from. All functions, except ‘PID.measure()’, return a numeric value 
representing the information measure between two variables or among three variables. 
The ‘PID.measure()’ function returns a list that includes synergistic information, unique 
information from one source variable, unique information from the other source vari-
able, redundant information, and the sum of the four parts of information.
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In the three-variable case, we apply CMI and PMI for the triplet network inference, as 
both measures evaluate the influence of a third variable on the mutual information of 
two joint variables. Such characteristics make them suitable for ceRNA network infer-
ence. For example, in lncRNA-associated ceRNA triplets, the calculation pertains to 
the perturbation intensity on miRNA-mRNA by lncRNA. As shown in Fig. 1B, the PMI 
value is higher than the CMI value. This discrepancy arises because PMI accurately can 
evaluate the dependence between hsa-miR-26a-5p and PTEN, even though PTENP1 has 
a strong correlation with PTEN. In contrast, CMI tends to underestimate the result in 
this scenario.

For exploring the cooperative or competitive regulation mechanisms of two miRNAs 
on a common target mRNA, we apply II and PID to extract synergetic and/or redundant 
information between variables. As shown in Fig. 1C and D, the positive value of II and 
the high synergy value of PID indicate that the two miRNAs together provide most of 
the information for the target variable, suggesting a cooperative mechanism between the 
two miRNAs. The boxplot demonstrates that the expression patterns of hsa-miR-34a-5p 
and hsa-miR-34b-5p are similar yet distinct from the target MYC, which is consistent 
with the notion that the two miRNAs coordinately regulate the common target mRNA.

Discussion and conclusion
Our goal is to provide researchers with a comprehensive toolkit of information meas-
ures to address specific research purposes. The developed tool, Informeasure, is an R/
Biocondutor package with well-documented functions and demonstration examples in 
the vignette, allowing users to easily access these information measures. In the current 
version, our primary focus is on applying information measures to two- and three-vari-
able cases, although measures such as II and PID can potentially be extended to higher 
dimensions. However, to the best of our knowledge, identifying nonlinear dependence 
between two- and three-variable is currently the main concern. Therefore, we have cho-
sen three variables as the largest network unit handled by this toolkit.

We recommend applying appropriate normalization methods specific to the data type 
before feeding the data into our toolkit. As demonstrated in our software vignette, RNA-
seq data, which can have a highly skewed distribution, benefits from log2 transforma-
tion to bring expression values to a comparable scale before discretization. For single 
cell RNA-seq data, we suggest using a global-scaling normalization method like “Log-
Normalize” which is used by default in the Seurat package to handle sparse single cell 
data [18]. Additionally, we recommend using imputation strategies such as MAGIC or 
SAVER to address dropout issues for single cell RNA-seq data before applying our pack-
age [19, 20]. In the case of qPCR data, which often features a narrower range of expres-
sion values, log2 transformation can still be beneficial depending on the dynamic range 
of the data.

In conclusion, we have implemented five information measures in this R package. A 
brief survey of information theory guided users in choosing appropriate measures for 
specific purposes. The illustrations successfully demonstrate the application of informa-
tion measures for inferring various types of regulatory networks from expression profile 
data, with a primary focus on trivariate networks. We are convinced that Informeasure 
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can be widely serving as a valuable tool for facilitating the inference of condition-specific 
regulatory networks.

Availability and requirements
Project name: Informeasure

Project home page: https://​bioco​nduct​or.​org/​packa​ges/​relea​se/​bioc/​html/​Infor​measu​
re.​html

Operating system(s): Platform independent
Programming language: R
Other requirements: R ≥ 4.0
License: None
Any restrictions to use by non-academics: None
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