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Background
Machine- and statistical learning models are trained on data to predict an outcome on 
test data [1]. As opposed to classical statistical inference, the purpose is not to assess the 
validity of each explanatory variable in the model but to produce predictions with supe-
rior generalization to novel or unseen data [2]. A successful model will thus generalize 
well to datasets, often referred to as test- or validation datasets, that are independent of 
the data the models have been trained on. Models that fit the training data well but do 
not generalize to novel data are said to be over-fitted [1]. Since prediction models focus 
on predictive ability, the variables emphasized by these models, in one way or another, 
tend to be reflective of that. When prediction models contain many variables, interpre-
tation can be difficult and therefore such models are sometimes referred to as “black 
boxes” [2].

There exists several methods for selecting variables from datasets with more samples 
than predictors ( n ≥ p ). The most familiar examples of such methods include best sub-
set selection, forward- and backward selection as well as step-wise selection [3]. The best 
subset selection method tries to find a subset of predictors that maximize prediction 
accuracy. Forward selection is based on adding predictors iteratively as long as the mod-
el’s goodness-of-fit, often measured by the coefficient of variation R2 for linear models, 
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increases. Backward selection is the opposite of forward selection; all predictors are 
added to the model and those that do not increase the model’s goodness-of-fit statis-
tic are iteratively removed. Step-wise selection, often used with best subset selection, is 
based on adding or removing predictors for the sake of increasing goodness-of-fit.

For datasets with a large number of predictors p compared to the number of samples 
n, often referred to as n ≪ p datasets, backward selection is not possible as linear regres-
sion requires that the number of samples in a model is at least as large as the number of 
variables [3]. Best subset, step-wise- and forward selection methods, on the other hand, 
can potentially return a result if the number of predictors correlating with the outcome 
is lower than the number of samples. For datasets with many predictors, these methods 
can be inefficient since the number of regression models will equal the number of pre-
dictors tested.

Datasets with n ≪ p have far fewer methods for variable selection [4]. The most com-
monly used method in such circumstances is likely the Elastic Net, which allows for a 
wide range of different modeling options [5]. An Elastic Net model requires the tuning 
of two parameters ( α and � ) that affect the number variables to be included in the pre-
diction models (see [6] for an introduction to the Elastic Net models). The � parameter 
is tuned, using leave-one-out cross-validation, so that the estimated model coefficients 
result in a prediction model with the lowest mean square error (MSE). This is typically 
known as the minimum MSE penalty. It has been shown that allowing for a penalty 
within one standard error (1SE) of the minimum MSE, estimated during cross-valida-
tion, does not change prediction accuracy much but the number of selected variables 
can drop dramatically. This phenomenon has been termed the “The one standard-error 
rule” (1SE rule) [3]. The α parameter, which decides the type of penalty the Elastic Net 
employs, takes values between 0 and 1 with 0 being the least parsimonious models, 
which includes all explanatory variables (known as Ridge regression), and 1 the most 
(the Lasso). The Lasso [7], based on a variant of best subset selection, typically selects 
fewer variables than other Elastic Net variants but manages occasionally to exhibit com-
parable predictive accuracy [3]. As such, the Lasso is not only an attractive model for 
prediction, when the number of predictors is high and the number of samples low, but 
also for variable selection. As genetic- and epigenetic datasets often contain hundreds 
of thousands of explanatory variables [8] even prediction models produced by the Lasso 
may contain hundreds or even thousands of explanatory variables making interpretation 
of the selected variables overwhelming.

A procedure known as Stability selection [4] can refine the number of variables 
selected from Elastic Net regressions. This is typically done by multiple rounds of Elastic 
Net regressions on random sub-samples of the dataset, not unlike bootstrapping, where 
the retained predictors are those being repeatedly selected during subsequent rounds 
[4]. Although Stability selection is able to reduce the number of predictors dramatically 
and produce consistent results while maintaining acceptable prediction performance to 
the Elastic Net [9], the method is somewhat involved and extremely time consuming, 
especially for large datasets, due to the many rounds of Elastic Net regressions required.

The nature of the association between the explanatory variables and the outcome can 
vary. In some cases, many explanatory variables that correlate weakly with the outcome 
may result in strong prediction models [3]. Such models are often best handled using 
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“boosting” methods [1, 3]. In other instances, the situation can be reversed; effective 
prediction models can emerge from utilizing only a handful of explanatory variables. A 
common scenario however is prediction models with a mixture of the two examples, 
i.e. models with some explanatory variables correlating strongly with the outcome but 
with the majority of the variables correlating weakly. Explanatory variables may correlate 
weakly due to an indirect relation to the outcome, by chance (false positives) or sim-
ply because they have a weak effect on the outcome. Since genetic- and epigenetic array 
data often only contain a subset of all possible sites (i.e. SNPs or CpGs, respectively) 
[10], these could potentially still be associated with a site not present on the array [8]. 
Moreover, in datasets with hundreds of thousands of variables many will be included by 
a prediction model simply by chance and these could be difficult to separate from varia-
bles that correlate weakly with the outcome for one reason or another. Hence, predictive 
models that aim at increasing accuracy may result in models with reduced interpretabil-
ity simply due to the overwhelming number of variables selected [1].

Here, the stand-alone tool MinLinMo is introduced for linear n ≪ p models which 
seeks to remedy some of the above mentioned limitations. MinLinMo rejects spurious, 
low correlating variables in favor of parsimonious models while concurrently achiev-
ing acceptable prediction accuracy to larger models produced by methods such as the 
Elastic Net. The proposed method is demonstrated on real epigenetic datasets where it 
extracts far fewer predictors at a fraction of the time and memory consumption than the 
‘glmnet’ package [11], which estimates the Elastic Net models in the statistical environ-
ment R [12]. Although no variable selector with a similar aim to the one presented here 
is known to the authors, MinLinMo is, somewhat unfairly, compared to the Elastic Net 
which aims at generating the most accurate prediction models, regardless of model size.

Three models are presented based on DNA methylation (DNAm) data from the Illu-
mina Infinium MethylationEPIC platform [8]: adult age- and gestational age predictors 
(often referred to as “clocks”) as well as a birth weight predictor. These three predictors 
are made using both MinLinMo and the Lasso from the Elastic Net. Two types of penal-
ties are considered for the Lasso, one based on the minimum MSE penalty and another 
based on the 1SE rule penalty. The former penalty emphasize prediction accuracy, the 
latter parsimonious prediction models. The MinLinMo age predictor is compared to 
both the Lasso predictors as well as other established epigenetic aging clocks. A com-
parison of the MinLinMo-based gestational age predictor with regards to a similar clock 
based on Stability selection [9] is also provided.

Implementation
A simple overview of MinLinMo

As can be seen from Fig. 1, MinLinMo uses several phases to select variables. First, the 
dataset, meaning the outcome vector and the predictor matrix, is loaded into random 
access memory (RAM). It must be assumed that the association between the outcome 
and the predictors is linear. The outcome and predictor files given to MinLinMo must be 
comma separated (.csv files) with headers and there can be no missing values or columns 
of different length (see also Additional file  1 or https://​github.​com/​JonBo​hlin/​MinLi​
nMo). Row names must also be removed but column names are required, also for the 

https://github.com/JonBohlin/MinLinMo
https://github.com/JonBohlin/MinLinMo
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file containing the outcome vector. Categorical variables must be converted to indicators 
(i.e. 0/1).

After the dataset is loaded into memory, several pointers are made to the predictor 
matrix, corresponding to the number of threads available, so that only one copy resides 
in memory at all times. The first step in the analysis is to perform Pearson correlations 
on each column in the prediction matrix against the outcome. To speed this process up, 
multiple threads are used together with SIMD (Single Instruction Multiple Data) tech-
nology present on most modern computers. Threads were used to allow for data sharing. 
Hence, each thread reads from an isolated part of the dataset instead of copying the data 
into memory as would be necessary when using processes. The Pearson correlation step 
typically uses only a few seconds, regardless of dataset size, on most recent computers.

After the Pearson correlation step, indices to the explanatory variables with the abso-
lute value of a Pearson correlation coefficient above a given threshold, set to 0.1 by 
default, are added to a priority queue. In practice, indices to the variables are added one 
by one during estimation to a dynamic list and sorted in descending order with respect to 
the correlation coefficients after all variables are tested. This is done to reduce overhead 
during estimation. Based on the priority queue, a linear regression model, estimated 
using QR decomposition, is created starting with the highest correlating explanatory 
variable with the outcome. Subsequent explanatory variables are popped from the pri-
ority queue and tested against the regression model residuals (i.e. the model subtracted 
from the outcome) one by one using the absolute value of Pearson correlation. If the cor-
relation between a predictor and model residuals is above a given threshold (again 0.1 
by default) a QR decomposition is performed together with the appropriate parameter 
estimations. If the adjusted R2 , taking into account the degrees of freedom of the current 
model, increases more than the given threshold, which is set to R2

= 0.01 by default, 
the predictor is included in the final model. This step penalizes large models and rejects 
spuriously correlating variables while time is saved by not performing QR decomposi-
tion if predictors from the priority queue correlates below the given threshold with the 
residuals.

After all the variables in the priority queue have been tested, MinLinMo outputs the 
associated variables of the final model together with the estimated intercept and slopes 
that can be used for prediction. As default, each included predictor must improve the 

Fig. 1  A MinLinMo first performs Pearson correlations between the outcome and all the predictors in the 
dataset. B The indices of the predictors that correlate with the outcome are subsequently submitted to 
a priority queue with an emphasis on the correlation coefficient. C A prediction model is constructed by 
popping from the queue progressively less correlating predictors that are regressed against the outcome and 
kept in the model if the adjusted R2 increases
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model with 1% (i.e., �R2
≥ 0.01 ), but both initial correlation-, residual correlation and 

R2 thresholds can be changed by the user. Since the model building part of MinLinMo 
can not be parallelized, reducing the residual Pearson correlation threshold (and to some 
extent the R2 threshold) may increase compute time. Additional technical details can be 
found below.

Technical details

The program was implemented in C++ version 14 on Linux, OS X (ARM/Apple Silicon) 
and Windows platforms (a compiled version for Windows is available at both https://​
github.​com/​JonBo​hlin/​MinLi​nMo and https://​zenodo.​org/​recor​ds/​10149​465 together 
with all necessary libraries). The source code is available on GitHub: https://​github.​com/​
JonBo​hlin/​MinLi​nMo and can be downloaded and compiled using GCC, Clang and CL 
for the three platforms, respectively. Detailed instructions on how compilation can be 
performed on all platforms can be found there as well as in Additional file 1.

MinLinMo is currently dependent on the GNU Scientific Library version 2.7 (GSL) for 
QR-decomposition-based model building. The GSL libary, in turn, depends on a BLAS-
type library (Basic Linear Algebra Subprograms) that is needed for the linear algebra 
part. Most installations of GSL includes a BLAS-type library that may not be optimal 
in terms of speed. The QR decomposition from the GSL library [13, 14] is based on the 
state-of-the-art Householder algorithm [15]. A complete overview of the MinLinMo 
algorithm is shown in Fig. 2.

The Pearson correlation phase in MinLinMo is straightforwardly implemented but 
requires SIMD technology, which is present on most modern computers. However, since 
SIMD libraries are not standardized, adapting MinLinMo to platforms other than those 
currently supported may require changes to the code.

MinLinMo was trained on the Norwegian Mother, Father and Child Birth Cohort 
(MoBa) [16] datasets discussed below. The selected variables and their corresponding 
estimates provided by MinLinMo were subsequently used to obtain predicted- age, ges-
tational age and birth weight on the test datasets that are also described below in more 
detail. It should be noted that since MinLinMo is based on QR decomposition its model 
estimates are equal to those from a standard linear regression. Hence, regressing the 
outcome on the MinLinMo selected variables will give the same coefficient estimates 
as running MinLinMo. Due to implicit multiple testing issues p values for the training 
dataset will not be valid, however.

The elastic net models

Since the point of this study was to showcase MinLinMo and parsimonious prediction 
models, the Lasso was selected from the Elastic Net, i.e. α parameter set to 1. The Lasso 
selects a minimal subset of predictors and can, under certain conditions, yield models 
that achieve optimal prediction accuracy [3]. For comparison, the Lasso models were 
trained and tested on exactly the same datasets as MinLinMo. Cross-validation was 
employed to obtain estimates of the penalty parameter � that affects coefficient esti-
mates. To compare the Elastic Net models justly with MinLinMo in terms of speed, 
the ‘doMC’ package [17] was used to enable parallelization. However, the substantial 

https://github.com/JonBohlin/MinLinMo
https://github.com/JonBohlin/MinLinMo
https://zenodo.org/records/10149465
https://github.com/JonBohlin/MinLinMo
https://github.com/JonBohlin/MinLinMo
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memory requirements of parallelizing the Elastic Net trained on the large DNAm data-
sets did not allow for any major speedup.

The Elastic Net procedure is optimized towards better predictions regardless of the 
number of predictors included in the models. The number of predictors can be reduced 
substantially by employing the 1SE rule penalty, as discussed above, however the effect 
on prediction accuracy is not known for the outcomes tested here. Hence, the differences 

Fig. 2  The MinLinMo algorithm. The predictor matrix and outcome vector are loaded into memory. 
Pearson correlations are subsequently performed between the predictors and the outcome. The predictors 
correlating above a given threshold (0.1 by default) are submitted to a priority queue. The first predictor 
popped from the priority queue is regressed against the outcome. Eventual predictors popped from the 
priority queue are correlated against the current prediction model residuals. If the correlation is above a given 
value (0.1 by default) the predictor is included in the prediction model. If the model’s goodness-of-fit statistic 
R
2 improves by more than a defined value (0.01 by default) the predictor is added to the set of final model 

predictors. Otherwise the predictor is discarded and a new predictor is popped from the priority queue 
starting the procedure over again from there on. This continues until the priority queue is empty after which 
MinLinMo outputs the selected predictors, as well as their corresponding estimates, and quits
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in prediction accuracy with respect to the minimum and the 1SE rule penalties were 
also explored. Nevertheless, the comparison between MinLinMo and Elastic Net is not 
entirely fair since the main goal of the Elastic Net is prediction accuracy and not parsi-
monious models.

Comparison of the different prediction models

For the different (gestational) age clocks, the estimated coefficients were obtained from 
the respective publications [9, 18–20] and used, together with the provided CpG identi-
fiers, on the test datasets to calculate the corresponding predicted outcomes. Several of 
the CpGs were missing on the test dataset GSE116339 for all of the age clocks, except 
the MinLinMo-based clock, which could have affected their performance.

To compare the different prediction models for age- and gestational age as well as 
birth weight against each other, the given outcome (i.e. age, gestational age and birth 
weight) on the test dataset was regressed against the respective predicted outcome, from 
one of the above mentioned predictors/clocks, using standard linear regression. These 
regression models also ensured that the predictive outcomes for age, gestational age 
and birth weight were all normalized to a uniform scale (years/months, days and grams, 
respectively). The resulting adjusted R2 from each model, i.e. the variance explained tak-
ing model size into consideration, was then used to assess the accuracy of the predicted 
models.

The Four CpG Clock (FCC), Eight CpG Clock (ECC) and reduced birth weight predic-
tor were all based on the respective MinLinMo selected variables. The given outcomes 
for age, gestational age and birth weight on the respective test datasets were regressed 
against the MinLinMo selected variables, one by one, also on the test datasets, starting 
with the first and continuing as long the regression models improved with respect to R2 
(see Additional file 2).

The variance of the residuals from the regression analyses described above were sub-
sequently compared using Fisher’s F test [21] as an additional examination of predic-
tive accuracy. By employing the F test on the regression residuals, an assessment could 
be made regarding whether the predictive accuracy between two methods (e.g. Min-
LinMo and Lasso) was significantly different ( p < 0.05) or not ( p > 0.05 ). However, due 
to considerable correlations between the predicted values from the different methods, 
as well as the dependence structures present in the DNAm datasets [22], a standard F 
test will likely not provide accurate p values. To remedy this, the regression models with 
given age, gestational age and birth weight as outcomes and corresponding predicted 
values, for each method (e.g. MinLinMo, Lasso, etc.), were bootstrapped 1,000 times. 
More specifically, comparison between two predictors was performed by simultaneously 
bootstrapping both linear regression models with a given outcome against the predicted 
values for both methods [23] (e.g. age models for MinLinMo and the Lasso Min model). 
For each bootstrap replicate, an F test is performed on the variance of both models’ 
residuals and the resulting F statistic is recorded. The F statistics, recorded during boot-
strapping, are subsequently used to estimate the mean F statistic for each method and 
predicted outcome as well as to obtain p values, which were calculated as follows:

Let Flower and Fupper designate the 95% confidence intervals for the F statistic. These 
values can be obtained by passing the values 0.05 and 0.95, respectively for Flower and 
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Fupper , together with degrees of freedom (DoF) for each regression model, to a cumula-
tive distribution function for the F distribution. Since the regression models comparing 
outcome and predicted values only have one predictor, the DoF can be set to the number 
of predicted values on the test dataset - 2: 676 for the age predictors and 436 for the ges-
tational age and birth weight predictors. Flower and Fupper can, for instance, be obtained 
in R with the function calls qf(0.05, DoF, DoF) and qf(0.95, DoF, DoF), respectively. 
When the Flower and Fupper values are obtained, the p values can be computed:

#(F < Flower)+ #(F > Fupper) designates the addition of the number of sampled F statis-
tics above Fupper and below Flower.

All statistical procedures were performed with the statistical package R version 4.1.2 
[12] and MinLinMo v.1.0. The figures were also created with R except for the flow chart 
which was created with draw.io version 24.2.3 (https://​app.​diagr​ams.​net/).

Description of the datasets used for training and testing

The datasets used for training were all taken from the Norwegian Mother, Father and 
Child Cohort Study (MoBa) [16]. The EPIC v.1.0 dataset used to train the birth weight 
and gestational age models was based on cord blood and the same used in the Stability 
selection-based clock study [9]. The initial quality control (QC) procedures were identi-
cal. Some differences with regards to sampling can be noted though; the dataset used in 
the present study consisted of 2,188 samples in total (51.5% females and 48.5% males). 
The two independent samplings from MoBa consisted of 988 + 1,207 random control 
samples = 2,197 samples in total including 9 samples with missing gestational age that 
were removed. The number of CpGs was identical to the previous study with 769,139 
CpGs in total as all missing and non-overlapping CpGs were removed during QC [24]. 
The two MoBa datasets were randomly combined into a training dataset with 1750 sam-
ples (80%, 51.1% females, 48.4% males) and a test dataset with 438 samples (20%, 51.1% 
females, 48.9% males). Due to the random mixing, both training- and test datasets con-
sisted of a random mixture of samples from both MoBa datasets. The median gestational 
age in total was 281 days, the same for training, and 281.5 for testing. Gestational age 
was estimated from ultrasound measurements. The average birth weight was 3625.7 g 
for training, 3666.6 g for testing and 3633.9 g for the total sample. The dataset used for 
training the chronological age prediction models was also from MoBa. It was based on 
whole blood and consisted of 1966 adults (50.1 % females and 49.9% males). The median 
age for the adults was 11,384 days (31.2 years) in total. The QC has been described previ-
ously [24] but a broad overview is included in Additional file 3.

The dataset used for testing the chronological age models was downloaded from the 
Gene Expression Omnibus web site https://​www.​ncbi.​nlm.​nih.​gov/​geo/, accession num-
ber GSE116339. This dataset was based on the EPIC v.1 platform and quality assess-
ments and controls were already performed. It was taken from a study assessing the 
effects of polybrominated biphenyl (PBB) exposure on DNAm in blood [25]. The study 
participants were 679 in total, 398 females (59 %) and 280 males (41 %). The mean age 

p = 1−
#(F < Flower)+ #(F > Fupper)

The total number of bootstraps

https://app.diagrams.net/
https://www.ncbi.nlm.nih.gov/geo/
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of the participants was 53.9 years (19,671 days). All CpGs with missing values were 
removed leaving 763,795 CpGs for analysis (see also Additional file 3).

The random dataset used to assess false positives was created simply by sampling 
500,000 (columns) * 1000 (rows) times from a Gaussian distribution with mean 0 and 
standard deviation 1. The outcome was randomly sampled 1000 times from a Gaussian 
distribution, also with mean 0 and standard deviation 1 (see also Additional file 1 and 
examples there).

Results
Evaluation of MinLinMo

To evaluate MinLinMo’s performance we created three prediction models from large 
( n ≪ p ) DNAm datasets (see the Implementation section for more information regard-
ing the datasets). The three prediction models were for adult- and gestational age in 
addition to one for newborns’ birth weight. We also created Lasso-based prediction 
models for the same three outcomes so MinLinMo could be compared against a state-
of-the-art method [26]. Moreover, the MinLinMo gestational age clock was compared 
to a recent gestational age clock [9], based on the Stability selection method [4], which 
was made in order to reduce the number of predictors as much as possible. All predic-
tion models were also tested on a randomly generated dataset to assess the ability of the 
models to reject false positive predictors.

Aging clocks

Both MinLinMo and Lasso based age prediction models were trained on the Norwegian 
Mother, Father and Child Cohort Study dataset (MoBa, see the Implementation section 
for more details) consisting of 1966 samples and 770,586 predictors (i.e. DNAm sites 
also known as CpGs) taken from peripheral blood. The prediction models were tested on 
an independent dataset (GSE116339), containing 678 samples and 763,795 predictors, 
also based on blood, and compared to other established DNAm-based age predictors. 
These included Steve Horvath’s 353 CpG pan-tissue clock [19], Horvath’s state-of-the-
art 421 CpG Skin and Blood clock [20], Hannum’s 71 CpG whole blood clock [18] as well 
as two MoBa-trained Lasso predictors: one, which selected 1235 CpGs, was based on 
the minimum MSE penalty (the Lasso Min clock) while the other predictor was based on 
the 1SE rule penalty (the Lasso 1SE clock) extracting 421 CpGs.

Some of the clock CpGs were missing on the test dataset so that the same clocks 
respectively consisted of 322 CpGs (pan-tissue clock), 376 CpGs (Skin and blood clock), 
61 CpGs (Hannum’s whole blood clock), 1170 (Lasso Min clock) and 398 (Lasso 1SE 
clock). The MinLinMo clock was based on 15 CpGs, all of which were present on the test 
dataset. See Additional file 4 for more information regarding the CpGs in the different 
clocks.

To compare the predictive performance between the different epigenetic clocks, 
chronological age (outcome) was regressed on estimated age (predictor). This ensured 
that all predictors were on a similar scale (i.e. years). As can be seen from Fig.  3 and 
Additional file 2, the highest goodness-of-fit statistic R2 , between given- and predicted 
age, on the test dataset (GSE116339) was for the Lasso Min clock ( R2

= 0.94 ), followed 
by the Lasso 1SE and Horvath’s Skin and blood clock ( R2

= 0.93 ). For the remaining 
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clocks, MinLinMo (15 CpGs) obtained an R2 of 0.89, followed by the Hannum’s clock (61 
CpGs, R2

= 0.88 ) and, lastly, Horvath’s pan-tissue clock (322 CpGs, R2
= 0.87).

MinLinMo was additionally tested with the adjusted model parameters 0.05, 0.005 
and 0.05 for initial Pearson correlations, �R2 and residual correlation, respectively. The 
model selected 27 CpGs and obtained an R2

= 0.9 on the test dataset, as compared with 
15 CpGs and R2

= 0.89 for the default parameter settings, and was therefore not pur-
sued further.

Since the R2 statistic is a somewhat rough estimate for predictive ability, a boot-
strapped variance test (based on Fisher’s F test, see the Implementation section for 
details) was performed between the residuals from the regression models [23], having 
age as the outcome and predicated age as the explanatory variable, for each epigenetic 
clock. Significantly smaller (i.e. p < 0.05 ) residual variance indicates superior prediction 
accuracy (see the Implementation section and Additional files 2 and 5 for more details). 
The variance of the residuals from the MinLinMo-based age predictor was comparable 
to both the Hannum clock ( p = 0.90 ) and Horvath clock ( p = 0.54 ). The Hannun- and 
Horvath clock residuals were also of comparable variance ( p = 0.67 ). The clocks with 
the significantly lowest residual variance were the Lasso-based clocks and the Skin and 
blood clock. There was no significant residual variance difference between the Lasso 
Min clock and the Skin and blood clock ( p = 0.5 ), there was also no significant variance 
difference between the Lasso Min and Lasso 1SE clock residuals ( p = 0.54 ). Neither was 
there any significant variance difference between the residuals from the Skin and blood 
clock and the Lasso 1SE clock ( p = 0.86 ), suggesting the differences between the Lasso 
clocks and the Skin and blood clock are negligible. The variance of the residuals from 

Fig. 3  Comparison of selected epigenetic aging predictors. The vertical axis designates given age in years 
while the horizontal axis represents predicted age. The red line is from the regression model with given age 
as outcome and predicted age as the explanatory variable, for each respective clock
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the Lasso clocks and the Skin and blood clock were all significantly lower than for the 
MinLinMo-, Hannum- and Horvath clocks ( p < 0.001 , in all instances.). See Additional 
file 2 for statistical details regarding these comparisons.

The MinLinMo selected aging clock consisted of 15 CpGs. A further scrutiny of these 
CpGs indicated that only four constituted an aging clock obtaining an R2

= 0.87 (as 
compared to the full MinLinMo clock of R2

= 0.89 ) and thus explaining the majority of 
the observed variance. The residual variance of the Four CpG clock (FCC) was not sig-
nificantly different from either the full MinLinMo clock ( p = 0.14 ), the Hannum clock 
( p = 0.31 ) or the pan-tissue clock ( p = 0.76 ) on the test dataset. The CpGs constituting 
the FCC were primarily associated with the two known aging genes ELOLV2 and KLF14, 
linked to metabolism [27, 28], which were hypermethylated, followed by a tumour sup-
pressing gene RNF180 [29], and DYTN, a gene with unknown function, that were both 
hypomethylated. All CpGs related to these genes were located in the promoter region 
except for the CpG linked to the DYTN gene, which was located in the gene body. More 
information regarding these CpGs and their corresponding genes can be found in Addi-
tional file 4 while Additional file 2 contains more detailed results regarding the statistical 
comparisons.

The gestational age clock

The MinLinMo prediction model for gestational age selected 14 predictors in total 
obtaining an R2

= 0.63 between given and predicted gestational age on the test data-
set (see Additional file  2). This result was slightly above the 15 explanatory variables 
obtained previously using Stability selection [9], namely R2

= 0.62 (see Fig. 4). A boot-
strapped variance test, as described above (see also the Implementation section for 
details), was also performed on the residuals, from given gestational age regressed on 
predicted, where no significant difference was found between the two clocks ( p = 0.95 ). 
10 CpGs were common to both clocks (see Additional file 6, which also includes over-
lapping CpGs with other clocks).

The Lasso-based clocks performed better than both the Stability selection- and Min-
LinMo based models. Both in terms of R2 ( R2

= 0.76 and R2
= 0.73 for the Lasso Min 

and Lasso 1SE models, respectively) and the variance test on the residuals from ges-
tational age (see Additional File 5) regressed on predicted gestational age ( p < 0.001 ). 
There was no significant difference with respect to residual variability between the Lasso 
1SE and Lasso Min models ( p = 0.97).

The number of CpGs selected by the Elastic Net algorithm for gestational age (579 
for Lasso Min and 218 for Lasso 1SE) were substantially larger than for the Stability 
selection- (15 CpGs) and MinLinMo (14 CpGs) models. 10 CpGs were found to be over-
lapping with MinLinMo and Stability selection models, for both types of penalty estima-
tions (i.e. minimum penalty and 1SE rule penalty). Details regarding the CpGs included 
in all the gestational age prediction models discussed here can be found in Additional 
file 7.

Further scrutiny of the MinLinMo selected CpGs revealed that only 8 CpGs were 
needed to obtain a prediction model with R2

= 0.62 . The residual variance for gesta-
tional age regressed on the outcome of this Eight CpG clock (ECC) was comparable to 
the full MinLinMo clock ( p = 0.99 ). The CpGs of the ECC were found to be close to 
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the genes NCOR2, SETBP1, HLA-DMB, EFR3B which were all hypomethylated, and to 
ATP6V0A4, IGF2BP1, SRC and LRBA which were hypermethylated. The CpGs linked 
to these genes were located in the gene body except for the CpGs close to NCOR2 
and ATP6V0A4 which were both located in the promoter region. The genes NCOR2, 
IGF2BP1, SETBP1, SRC were all associated with development [9, 30–32]. Both LRBA 
and HLA-DMB genes were linked to the immune system [33, 34] while EFR3B was asso-
ciated with signaling [35]. The ATP6V0A4 gene codes for an ATP-dependent proton 
pump [36].

The birth weight predictor

Gestational age was introduced as an explanatory variable for the epigenetic birth 
weight prediction model, together with all 769,139 CpGs. Gestational age was selected 
by both the Elastic Net- and MinLinMo models. For this predictor, the accuracy between 
the Elastic Net and MinLinMo was closer but slightly better for the Elastic Net in terms 
of R2 , i.e. R2

= 0.47 and R2
= 0.46 for the Lasso Min and 1SE models respectively, 

Fig. 4  Comparison between epigenetic gestational age predictors. The vertical axis designates given 
gestational age in days while the horizontal axis represents predicted gestational age. The red line is the 
regression model line
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compared with R2
= 0.41 for MinLinMo (see Fig. 5 and Additional file 2). Comparing 

the variance of the residuals from regressing birth weight on predicted birth weight from 
the different predictors (see Additional file 5 and the Implementation section for more 
details), there was no significant difference between Lasso Min and Lasso 1SE ( p = 0.99 ) 
as well as between MinLinMo and the Lasso models ( p = 0.9 and p = 0.99 , for the Lasso 
Min and 1SE models, respectively).

The number of predictors selected by the Lasso was again orders of magnitude larger 
than MinLinMo, which only needed 9 CpGs and gestational age. The Lasso predictors 
selected 416 and 131 respectively for the Min and 1SE models, where one of the predic-
tors was gestational age for both models.

5 predictors, including gestational age, were found to overlap between the methods 
(see Additional file 6). 1 CpG selected by MinLinMo was found to overlap with the 19 
CpGs identified in an early study on DNAm and birth weight [37]. In a recent meta-anal-
ysis also exploring the association between birth weight and DNAm [38], 3 of MinLin-
Mo’s 9 CpGs were found to overlap with the reported 8,170 CpGs. While the remaining 
CpGs selected by MinLinMo were specific for the EPIC platform, one CpG was not 
(cg00294109).

A further scrutiny of the MinLinMo-based birth weight predictor revealed that 3 
CpGs and gestational age (see Additional file  2) resulted in a prediction model with 
comparable accuracy to the full MinLinMo prediction model ( R2

= 0.4 as compared 
to R2

= 0.41 ). Regressing birth weight on predicted birth weight for both the full Min-
LinMo model and the reduced model revealed no statistical difference with regards to 
residual variance ( p = 0.92).

The strongest predictor for birth weight was found to be gestational age, followed 
by CpGs related to the genes NEDDL4, LOC400867 and FOXO3. There was a positive 
association between birth weight and gestational age as well as the CpG representing 
the FOXO3 gene (i.e. it was hypermethylated.). The CpGs representing the NEDDL4 
and LOC400867 genes were both negatively associated with birth weight (i.e. they were 
hypomethylated). All CpGs were located in the gene bodies of their respective genes. All 
genes, NEDDL4 [39], LOC400867 [40] and FOXO3 [41] appear to be involved in differ-
ent aspects related to metabolism. See Additional file 8 for details regarding the CpGs 
related to birth weight prediction and their corresponding gene and genomic regions.

Fig. 5  Comparison between epigenetic birth weight predictors. The vertical axis designates given birth 
weight in grams while the horizontal axis represents predicted birth weight. The designated predictors for all 
models consist of CpGs + gestational age. The red line represents the regression line for each model
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Simulated data

To assess how MinLinMo compares against the Lasso in terms of false positives, a ran-
dom dataset was created consisting of 500,000 columns and 1,000 rows (See the Imple-
mentation section and Additional file 1 for more details). The purpose was to assess how 
MinLinMo compared against the state-of-the-art software in rejecting false positive 
explanatory variables. At default settings, we found that MinLinMo picked out 32 vari-
ables against a random outcome. The Lasso selected 117 variables when the � parameter 
was set to minimum MSE. However, when the 1SE rule was applied no predictors were 
selected.

Performance

The MinLinMo algorithm was substantially faster than the Lasso, as can be seen from 
Table 1. Moreover, in terms of memory usage, MinLinMo only needed the size of the 
dataset, in addition to the size of the prediction model, which is typically small, and 
some negligible scratch space. When the Lasso is run with multi-threading enabled, 
the dataset is multiplied in memory according to the number of threads used. Stability 
selection, which is the method that MinLinMo tries to emulate, is based on continuous 
refinements of multiple Lasso/Elastic Net runs, and is therefore as many times slower 
than the Lasso/Elastic Net.

Discussion
The inner workings of MinLinMo

MinLinMo is a tool that aims at selecting variables for small linear prediction models, 
typically several times smaller than the Elastic Net, while still obtaining comparable, 
or at least acceptable, prediction accuracy. This is obtained by carefully selecting the 
explanatory variables included in the final model while excluding false positives and 
those that only contribute marginally, below a set threshold. Furthermore, conducting 
a Pearson correlation analysis on all explanatory variables against the outcome and 
adding those with correlations above a certain threshold to a priority queue provides 
an efficient method to reduce the number of variables that show weak or indirect cor-
relations. This approach ensures that the priority queue emphasizes explanatory vari-
ables with stronger correlations to the outcome. Since the previously tested variables 
always correlate more strongly with the outcome, subsequent variables tested will 
be ignored if the variance explained by the model does not improve. During predic-
tion model construction, only the predictors that improve the model above a given 

Table 1  Time, in seconds, taken to train the MinLinMo and Lasso prediction models on the same 
cluster

Model MinLinMo training time Lasso 
training 
time

Age 44 3, 032

Gestational age 12 2, 309

Birth weight 10 2, 228

Simulated dataset 2 558
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adjusted R2 threshold are kept, implying that the inclusion of highly correlating vari-
ables is reduced substantially. Moreover, by using adjusted R2 instead of standard R2 
(coefficient of determination) large models are penalized. Hence, when all explana-
tory variables are tested only those that improve prediction accuracy and do not fully 
correlate with other predictors are kept. It is likely this step that allows MinLinMo to 
produce considerably smaller models than the Elastic Net yet still perform acceptably.

Substantial speed up is also achieved by first correlating each predictor against 
the current model residuals performing QR decomposition only if this correlation is 
above the given threshold.

The differences between MinLinMo and the elastic net

As mentioned above, in the first phase MinLinMo tests explanatory variables directly 
against the outcome using Pearson correlation. In the next phase, the variables cor-
relating with the outcome are subsequently correlated against the previous model’s 
residuals. Since the subsequent variables popped from the priority queue correlate 
less with the outcome than the previous variables, it is more likely that subsequent 
variables will be uncorrelated with the model residuals. If the residuals correlate 
above a given threshold (0.1 by default) a full regression model (i.e. QR decompo-
sition), which is costly in terms of time, is computed. The predictor will only be 
included in the final model if the goodness-of-fit statistic is above a given threshold 
(the default requirement, which can be adjusted, is that variance explained increases 
at least by 1%).

The Elastic Net on the other hand, exclusively tests each explanatory variable against 
the model residuals, one-by-one. Those variables that correlate with the residuals are 
placed in an “active set”. The coefficients of the predictors in the active set are constantly 
adjusted according to the assumption that each added predictor correlates equally with 
the residuals. Excepting Ridge regression, the predictors whose coefficients are shrunk 
to zero are excluded from the active set but can be included later again.

One of the strengths of the Elastic Net is that multiple predictors are estimated 
simultaneously. The Elastic Net models can therefore potentially detect complex 
interaction patterns between predictors and the outcome. While MinLinMo tries to 
mitigate this by always fitting models whose predictors are progressively correlating 
less with the outcome, complex correlation structures will nevertheless likely not be 
detected. MinLinMo’s inferior ability to detect complex correlation structures among 
predictors could, on the other hand, contribute to its parsimonious models. While 
Elastic Net models are focused on the total correlation of a group of variables with the 
outcome, emphasizing more complex models with regards to the correlation struc-
ture of the predictors, MinLinMo puts more effort into detecting single predictors 
that correlate with the outcome. This may, however, also contribute to MinLinMo’s 
ability to produce small prediction models. As such, the strengths of both the Elas-
tic Net and MinLinMo may also be their weaknesses, depending on the perspective, 
and therefore the models should be considered as complimentary. As far as we know, 
excepting models for specific outcomes [42, 43] and the Stability selection procedure 
[4], there are no tools directly comparable to MinLinMo’s implementation.
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The one standard error rule

We found that using the 1SE rule penalty for the Lasso models did not reduce predic-
tion accuracy considerably, as compared to the minimum MSE penalty. However, the 
number of selected predictors dropped dramatically; from 1,235 to 421 CpGs for the 
adult age clocks, from 579 to 218 CpGs for the gestational age clocks and from 416 to 
131 CpGs for the birth weight predictor. Hence, a substantial drop in selected variables 
can potentially be achieved with the Lasso/Elastic Net, by opting for the 1SE rule penalty 
instead of the minimum MSE penalty, with negligible effects on prediction accuracy.

Stability selection

In a previous study [9] Stability selection [4] was employed, together with the Lasso, to 
create a minimal gestational age prediction model so that the implicated CpGs, together 
with their associated genes, could help elucidate the mechanisms behind epigenetic 
gestational age clocks [9]. Although Stability selection, as employed in that study, did 
manage to reduce the number of associated CpG sites, thereby producing a model com-
parable to what MinLinMo has demonstrated here, the tool itself was both complicated 
and extremely time consuming. MinLinMo was designed to provide small prediction 
models fast and, as mentioned above, there was no significant difference ( p = 0.95 ) in 
terms of prediction accuracy between the similarly sized MinLinMo- and the Stability 
selection-based clocks.

Efficiency

MinLinMo was also built with a focus on efficiency so that it can be run on a laptop 
or desktop computer, even with a large n ≪ p dataset. MinLinMo is based on threads 
and these can access the same shared memory meaning that there is no need to make 
multiple copies in memory of the dataset, or the part that is being operated on; every-
thing is performed using pointers to different blocks of the dataset at the same time. 
Our findings seem to suggest that although the ‘glmnet’ package uses the ‘doMC’ library 
for parallelization [17] it does not employ threads, or at least the ability of threads to 
share the same memory, during leave-one-out cross-validation (at least up to R version 
4.1.2). If glmnet forks processes, that do not have access to other processes’ memory, it 
has no choice but to copy the entire dataset into memory for at least as many processes 
as is being forked. Regardless of what strategy glmnet uses for parallelization it seems 
extremely memory inefficient. However, it’s not clear whether this restriction is due to 
the R environment or the inner workings of the glmnet package.

The MinLinMo‑based prediction models for age, gestational age and birth weight

We have shown that compared to the Lasso, MinLinMo’s prediction accuracy is infe-
rior. However, the number of extracted predictors were orders of magnitude smaller for 
MinLinMo than for the Lasso. Furthermore, in spite of the far fewer predictors selected 
by MinLinMo it still performed acceptably, and even comparably, when assessed against 
established epigenetic aging clocks.

A deeper scrutiny of the MinLinMo-based prediction models revealed that, although 
none of them consisted of more than 15 explanatory variables, there were still several 
variables that hardly contributed to the prediction performance; the aging clock- and 
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birth weight predictors only needed 4 variables while the gestational age clock needed 8 
for comparable prediction performance to the full MinLinMo models.

The two strongest predictors of age were CpGs associated with the ELOVL2 and 
KLF14 genes ( R2

= 0.82 for both) that are linked to metabolism [27, 28]. Previously it 
was reported that caloric restriction may influence DNAm in mammals [44]. Moreo-
ver, it has recently been shown that DNAm also scales with longevity in mammals [45]. 
Hence, the MinLinMo aging clock may thus be driven by constraints related to metabo-
lism. If not directly [46], then perhaps indirectly. The last two predictors of the FCC were 
linked to the DNTY gene, which has no known function, and the RNF180 gene which 
has been identified as a tumour suppressor [29]. These CpGs only explained a small frac-
tion of the variance compared to the CpGs linked to the metabolism genes (see Addi-
tional file  2). An additional CpG, linked to the gene FHL2, also associated with aging 
[47, 48], was selected by MinLinMo (see Additional files 2 and 4) but not included in the 
FCC. The reason was due to the negligible model improvement in terms of R2 suggesting 
that the CpG related to FHL2 is strongly associated with the other CpGs in the FCC.

In terms of DNAm, far less is known about gestational age than age. However, some 
similarities have been observed. For instance, as previously noted, CpGs linked to the 
ELOVL2 gene appears to explain a substantial part of the variance related to aging [48]. 
For gestational age, the same has been noted for the NCOR2 gene [49, 50]. Not only 
has NCOR2 been linked to development [9], but so has 3 other genes linked to CpGs in 
the ECC, namely: IGF2BP1, SETBP1 and SRC [9, 30–32], with R2

= 0.54 compared to 
R2

= 0.63 for the full model (see Additional file 2). Hence, as the MinLinMo aging clock 
appears to be linking age with metabolism, the MinLinMo gestational age clock associ-
ates gestational age with development, at least to some extent as measured from cord 
blood. Less variance was explained by the gestational age clock than for the age clock, 
with regards to all methods, suggesting additional, but unidentified, mechanisms may be 
involved, in addition to the ones already mentioned above.

The least accurate predictor, in terms of those tested here, was the birth weight pre-
dictor with an R2 < 0.5 for all methods. Although a relation between DNAm and birth 
weight has been known for some time [37] this is, to the best of our knowledge, the 
first DNAm based birth weight predictor. While MinLinMo selected 10 predictors in 
total for the birth weight predictor, it was found that most of the variance ( R2

= 0.4 , 
see Additional file 2 for more details) could be explained by gestational age and 3 CpGs 
related to genes involved with metabolism, i.e. NEDD4L, LOC400867, FOXO3 [39–41]. 
Interestingly, the FOXO3 gene has also been linked to life span [51]. By far, the strongest 
predictor for birth weight was gestational age ( R2

= 0.32 of R2
= 0.41 ) indicating that 

separating predictors related to gestational age from birth weight could be challenging.
All of the prediction models generated here exhibited a striking degree of redundancy. 

This was immediately obvious for the Lasso models where the 1SE penalty reduced the 
number of predictors by many hundreds, hardly affecting prediction accuracy. Redun-
dancy was also observed with MinLinMo; an age predictor with adjusted parameters, 
Pearson correlation set to 0.005, �R2

= 0.005 and the residual correlation to 0.05, only 
increased the model precision with �R2

= 0.01 (i.e. the model explained 1% more of the 
variance), at the cost of adding 12 predictors to the 15 predictor model (i.e. 27 CpGs 
in total). Even more surprising was the fact that considerable redundancy was also 
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discovered with the smaller MinLinMo clocks as demonstrated with the FCC, ECC and 
the reduced birth weight predictor (see Additional file 2). It is tempting to speculate that 
this redundancy is related to the nature of DNAm in the human genome (methylomes) 
and the epigenetic arrays responsible for the datasets used to build and test the predic-
tion models described in this study. These arrays measure DNAm at CpG di-nucleo-
tides in the human genome [8]. There are approximately 28 million CpGs in the human 
genome [8], the majority of which, maybe up to 80% [52], have a determined methylation 
status in the form of being methylated. That leaves approximately 5.6 million CpGs with 
a variable methylation status. The EPIC array contains roughly 1/7 of these CpG sites 
and since human methylomes, at least as measured using DNAm arrays, are highly cor-
related [22], it is possible that the observed redundancy is due to CpGs correlating with 
other CpGs, present or not on the DNAm array.

Drawbacks

While MinLinMo is able to produce fairly accurate models fast, it does so at a cost. One 
drawback is that it can only work with linear models, which may not always be appropri-
ate. For instance, a recent epigenetic age clock manages to outperform large linear mod-
els with only 30 CpGs by employing non-linear methodology [53]. Another disadvantage 
with MinLinMo is that the prediction models tend to be less accurate than the larger 
models produced by the Elastic Net. Of course, if increased understanding of what a 
prediction model actually emphasizes is important, a loss of 5–10% prediction accuracy 
may be justifiable for a model with a high R2 and only a fraction of the number of explan-
atory variables. If prediction accuracy is the goal, regardless of the number of predic-
tors included in the model, then the Elastic Net is likely a better choice than MinLinMo 
which also becomes less efficient when the model size increases. An additional potential 
problem with MinLinMo is the way the predictors are selected using a priority queue. 
With many predictors correlating similarly with the outcome, MinLinMo can potentially 
miss out on predictors resulting from complicated correlation structures. Finally, Min-
LinMo may not be optimal in terms of rejecting spuriously correlating variables, at least 
when compared to the Lasso with 1SE rule penalties, but is in this regard subjected to 
the same limitations as ordinary least squares regression.

Conclusion
MinLinMo is presented as a tool for creating smaller and more parsimonious prediction 
models with acceptable accuracy to larger ones such as the Elastic Net. Examples were 
presented for epigenetic adult- and gestational age as well as birth weight.

Unlike most prediction models that prioritize increasing accuracy, MinLinMo 
uniquely emphasizes creating parsimonious and comprehensible models, potentially 
enhancing clinical utility. By assaying CpGs selected by MinLinMo from a newborn’s 
blood, both the expected time from conception and corresponding birth weight can 
be estimated. Deviations from these expected values could indicate adverse health out-
comes. Moreover, by interrogating the methylation status of just a handful of CpGs from 
a drop of blood, the age of an individual can be determined to within a few years.

Not only is MinLinMo fast, but it strives to keep a low memory foot-print allowing it 
to run large n ≪ p datasets on desktop computers and even laptops. Although designed 
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with large datasets in mind, MinLinMo performs equally well as a variable selector on 
small datasets where the focus is to avoid indirectly, or loosely correlated variables and 
produce as small models as justifiable. As such, MinLinMo could also be useful for poly-
genic risk score estimation.

Finally, we found that the Lasso/Elastic Net prediction models described here reduced 
the number of selected variables considerably when the “one standard error rule” pen-
alty was employed, instead of the minimum MSE penalty, with only negligible loss in 
accuracy.
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R2	� Goodness-of-fit statistic for linear models (% variance explained)
RAM	� Random access memory, available memory for computation
SIMD	� Single instruction multiple data, increased parallelization
SNP	� Single nucleotide polymorphism, essentially DNA mutation
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