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site-specific hydrolysis of the phosphodiester bond of an RNA substrate. However,

the vast majority of existing DNAzyme catalytic cores have low efficacy in in vivo exper-
iments, whereas SELEX based on in vitro screening offers long and expensive selection
cycle with the average success rate of ~30%, moreover not allowing the direct selec-
tion of chemically modified DNAzymes, which were previously shown to demonstrate
higher activity in vivo. Therefore, there is a huge need in in silico approach for explora-
tory analysis of RNA-cleaving DNAzyme cores to drastically ease the discovery of novel
catalytic cores with superior activities.

Results: In this work, we develop a machine learning based open-source platform
SequenceCraft allowing experimental scientists to perform DNAzyme exploratory
analysis via quantitative observed rate constant (k) estimation as well as sta-
tistical and clustering data analysis. This became possible with the development

of a unique curated database of > 350 RNA-cleaving catalytic cores, property-based
sequence representations allowing to work with both conventional and chemically
modified nucleotides, and optimized k., predicting algorithm achieving Q*>0.9
on experimental data published to date.

Conclusions: This work represents a significant advancement in DNAzyme research,
providing a tool for more efficient discovery of RNA-cleaving DNAzymes. The
SequenceCraft platform offers an in silico alternative to traditional experimental
approaches, potentially accelerating the development of DNAzymes.
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Background

Deoxyribozymes, also known as DNAzymes, are short single-stranded DNA molecules
that exhibit catalytic activity across a wide range of chemical reactions. A particularly
promising application of DNAzymes lies in their capacity for gene silencing via specific
binding and inhibition of target RNA [1]. This attribute positions DNAzymes as valu-
able tools in nucleic acid-based therapeutic modalities along with ribozymes, antisense
oligonucleotides (ASO), and small interfering RNA (siRNA). Moreover, their RNA-
cleaving ability renders them effective in biosensing applications for the detection of
metal ions, bacteria, and viruses [2—4]. In comparison to RNA- and protein-based cata-
lysts, they offer distinct advantages e.g. small molecular size, exceptional stability, and
cost-effectiveness [5]. Notably, research has demonstrated the efficacy of DNAzymes in
modulating the expression of target genes implicated in various pathological conditions,
including cancer, cardiovascular diseases, bacterial and viral infections, as well as central
nervous system [6].

Discovery of novel catalytic nucleic acids is achieved through the Systematic Evolution
of Ligands by EXponential enrichment (SELEX) methodology screening for catalytically
active sequences among approximately 10"°~10* random sequences [7]. While SELEX
offers a straightforward approach, it is labor-intensive and costly due to the need for
multiple selection cycles. Furthermore, the exponential increase in potential candidates
with longer randomized regions poses a challenge in exploring and identifying active
DNAzymes. Notably, the success of SELEX in generating functional DNAzymes is not
guaranteed in every instance and estimated to be ~ 30%, underscoring the importance of
thorough screening and optimization in the selection process [8].

In addition to SELEX, alternative approaches have been explored for the discovery of
active DNA catalysts. Research has shown that DNAzymes can be developed through
test tube evolution from a specific DNA sequence [9]. In this methodology, a non-cat-
alytic single-stranded DNA sequence is selected as the starting point, as opposed to a
random-sequence DNA pool. Throughout each selection cycle, slight mutations are
introduced into the sequence via DNA amplification, leading to the gaining of catalytic
activity by some of these mutated DNA molecules.

With their catalytic activity depending drastically on single nucleotide substitutions,
chemistry of cofactor, experimental conditions, and other factors, DNAzymes represent
a complex multiparametric system hard to develop and optimize via experiment. Thus,
development of specialized computational tools is necessary to simplify the DNAzymes
research and expand their applications in practice. In recent years, significant progress
has been made in the development of the bioinformatics approach to DNAzymes.
Ponce-Salvaterra et al. have compiled a database of published DNAzyme-related data
known as DNAmoreDB [10], which aggregates information regarding sequence compo-
sition, selection conditions, catalyzed reactions, kinetics, substrates, cofactors etc. and
serves as a comprehensive resource for researchers in this field. This database provides
a structured view of over 1,700 DNAzymes with various catalytic activities, facilitating
access to a wealth of published information within a single repository. However, the lack
of negative examples of sequences without catalytic activities, especially lost its activity
due to nucleotide substitutions and mutations, limits the use of data-driven approaches
for novel DNAzymes discovery.
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The same research group has developed a web application DNAzymeBuilder for the
selection of the most effective RNA- and DNA-cleaving DNAzymes for a user-defined
substrate [11]. The application utilizes a search algorithm that identifies k-mers, short
specific sequences of nucleotides, which match a predetermined recognition site within
its database. Manual design of DNAzymes is a time-intensive process and open to
human error, therefore, an automated tool for constructing optimal ones can greatly
help researchers in this field. However, it is important to note that the algorithm is con-
strained to searching within the known DNAzyme space and is limited to the examples
stored in the database.

In addition to the DNAzymes repository and DNAzymes selector detailed above, an
energy-based method has been developed to estimate catalytic activity based on heter-
oduplex stability of various 10-23 DNAzyme binding arms [12]. A logistic regression
model was constructed using data from a limited sample size of 15, thus limiting its
widespread applicability. This model was successful in identifying efficient HPV16 E6/
E7-targeting DNAzymes based on parameters such as AG, hairpin energy, and dimer
energy. However, an efficient DNAzyme targeting HPV36 was erroneously predicted to
be inactive due to its low dimer energy.

In nucleic acid research, there has been a recent shift towards utilizing computational
methods, although only preliminary steps have been taken in the development of a tool
for in silico selection of novel DNAzymes, considering all pertinent activity-influenced
parameters. The selection of binding arms is largely based on complementarity to the
selected substrate, and varying only the arms leads to the fact that the resulting DNA-
zymes effectiveness is limited by existing catalytic cores.

The central component of a DNAzyme is its catalytic core, which currently needs dis-
covery through either an in vitro selection process or exploration of single-nucleotide
mutations [13]. This study proposes a comprehensive in silico screening strategy for
RNA-cleaving DNAzyme catalytic cores, based on machine learning (ML) algorithms
capable of predicting DNA sequence rate constants based on various sequence-, cofac-
tor-, and buffer-related factors. In this paper we introduce SequenceCraft, an extensible
open-access platform comprising a curated database of RNA-cleaving DNAzymes, cata-
lytic activity-predicting algorithm, and visualization tools, facilitating the preliminary in
silico assessment of potential DNAzyme candidates’ activity. The platform is accessible

at https://sequencecraft.aicidlab.itmo.ru/.

Implementation

Data collection

The primary data source utilized in this study is the Application Programming Interface
(API) of the DNAmoreDB [10], a database dedicated to DNAzymes. Data extraction was
focused on DNAzymes capable of RNA cleavage, with the retrieved information being
saved in CSV format. A similar approach was adopted for acquiring data on RNA-ligat-
ing DNAzymes. Each dataset entry encompassed details such as the DNAzyme name,
sequence as reported in the respective literature, substrate, reaction conditions, kinetic
properties, and comprehensive source publication information. To consider the depend-
ence of the rate constant on temperature, we also manually collected experimental tem-
perature values for those DNAzymes for which the kinetic characteristics are known.
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Integration of Digital Object Identifiers (DOIs) from the Crossref Commons package
facilitated the inclusion of direct links to the original publications for user reference.
Subsequent data analysis was conducted using the dataset obtained on this step.
Following the extraction of RNA-cleaving DNAzymes, a total of 1,028 samples were
obtained, out of which only 178 featured kinetic data. Among these, 16 DNAzymes had

graphical characterization in the articles of the k.., under varying experimental condi-

obs
tions, including cofactor type and concentration, pH, and temperature. Data points on
the plot were semi-automatically extracted using WebPlotDigitizer desktop software
[14], resulting in the addition of 207 rows to the dataset where all values except the

parameter changed on the graph were similar to the original sample.

Data preprocessing

The target variable, which is k., was initially presented in a string format. Using reg-
ular expressions, the numerical values were extracted and standardized to one meas-
urement unit. Additionally, string values detailing the composition of the buffer were
disaggregated into individual components and converted to moles per liter using regular
expressions. Subsequently, the concentration of each buffer component was treated as a
distinct parameter. Components present in less than 20% of the samples were excluded
from the analysis. For the remaining components, missing values were imputed with
zeros to indicate their absence in the buffer solution. Furthermore, metal ion or com-
pound concentrations were merged into a one parameter termed "cofactor concen-
tration". To characterize the properties of the cofactor, four parameters of metal ions
(electron affinity, ionic radii, first ionization energy of the element, nuclear charge)
sourced from the Python Materials Genomics (pymatgen) library [15] were employed. In
cases where multiple cofactors were utilized, an average of these parameters among the
presented cofactors was calculated. Conversely, if no cofactor was required, both cofac-
tor parameters and concentration were set to 0.

Data analysis

The diversity of unique DNAzymes present in the dataset was investigated by calculating
Levenshtein distances between all sequences. Subsequent visualization was conducted
using t-distributed stochastic neighbor embedding (t-SNE), a statistical technique for
visualizing high-dimensional data in two or three dimensions. The Density-Based Spa-
tial Clustering of Applications with Noise (DBSCAN) algorithm was then applied to
distribute the new two-dimensional data into clusters. Additionally, multiple sequence
alignments were carried out using the web-based version of the CLUSTALW software.

Feature extraction
In preparation for subsequent analysis and model training, only DNAzymes with known
values of the observed reaction rate constant (k) were included in the dataset.

Five distinct approaches to DNA representation were compared:

(1)For one-hot representation DNA sequences were encoded using a scheme, where
each nucleotide was mapped as follows:
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A>[1,0,0,0]

C>[0,1,0,0]

G >[0,0,1,0]

T>[0,0,0, 1]

Any non-(A, T, C, G) characters were encoded as [1, 1, 1, 1]. To address varia-
tions in sequence lengths, tensors were padded with [0, 0, 0, 0] values at the end of

sequence to match the maximum observed sequence length.

(2) Features such as 2,3- and 4-mers vectors were computed using the PyBioMed [16]
package and PyDNA [17] modules.

(3) The calculation of secondary structure descriptors was performed using the Python
seqfold package, which leverages mfold for predicting RNA secondary structures.
The dot-bracket representation generated by this library was encoded as follows:

(>-1
.>0
)>1

(4)A pre-trained large language model named HyenaDNA with 1 k parameters
(tiny-1 k) was leveraged to generate contextual DNA embeddings [18].

(5)Furthermore, a novel convolutional autoencoder (CAE)-based representation

approach was introduced.

Feature selection

In the process of selecting optimal parameters for system characterization, a thor-
ough analysis was conducted to compare various descriptors and their potential
combinations for the given sequence. Specifically, for HyenaDNA embeddings, an
investigation was carried out to assess the feasibility of compressing the data into a
94-dimensional vector while maintaining 95% of the explained variance through the
application of Principal Component Analysis (PCA). Two models were selected for
evaluation, feature selection and subsequent experimentation involving the inclu-
sion of inactive sequences and descriptors describing the buffer. The chosen models
were Random Forest (RF) and Light Gradient Boosting Machine (LightGBM). The
model training pipeline was systematically structured to include the concatenation
of descriptor vectors, the allocation of a test sample comprising 20% of the entire
dataset stratified by k
algorithm within a threefold stratified cross-validation (CV) framework, and further

obs Value, hyperparameter optimization via a random search

validation through a fivefold stratified CV process to compute the Q* metric. Subse-
quently, the R? and RMSE metrics were calculated based on the test sample.
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Model training and validation

Upon completion of the dataset formation process encompassing a comprehensive
array of descriptors and data, a ML model screening process was conducted to iden-
tify the optimal model. Three gradient boosting models, namely XGBoost, LightGBM,
and CatBoost, in addition to a RF model, were employed for this purpose. Prior to
model evaluation, each algorithm underwent an hyperparameter optimization pro-
cedure using Randomized Search CV. Subsequently, a validation dataset comprising
53 unique sequences, distinct from the training (396 samples) and test (100 samples)
sets, was curated. Feature scaling was executed through the application of the Stand-
ard Scaler. The quality of the models was evaluated using the R* and RMSE on test and
validation sets as well as Q* metric through a 5-fold stratified cross-validation approach
on the training set. The best LightGBM model underwent a feature selection process
via Recursive Feature Elimination, resulting in the identification of 24 key features con-
sidered critical for model performance. The importance of these selected features was
meticulously assessed using the feature_importances_ attribute, which computes the
mean and standard deviation of impurity to decrease accumulation within each tree. The
final model’s performance was evaluated across the validation, training, and test sets.

Web resource

For the sake of ML models integration, the application is built with Python 3 program-
ming language on the stack of Django framework and PostgreSQL database, using librar-
ies such as biopython and forgi for sequence-related analysis.

Results and discussion
Data collection and analysis
The data collection phase represents a critical stage in the development of predictive
models, as the model capacity to address real-world issues faced by experimental sci-
entists and its ability to generalize to novel instances are determined by the quality and
diversity of the data obtained. Insufficient quantities of high-quality data can result in
diminished accuracy of the model when applied to practical scenarios.

During the research, several sources of DNAzyme-related data were used, where the
primary source was the recently released DNAzyme repository, known as DNAmoreDB
[10]. In the database, three parameters characterizing DNAzyme catalytic activity are

presented, namely reaction yield (71 samples), turnover number (k_,; 14 samples), and

cat?
observed reaction constant (k.. 154 samples). Among these values, the k,, emerges
as the most suitable choice for direct prediction based on both data availability and
physical interpretation standpoint (complete list of the extracted parameters used later
on can be found in Table S1). It is important to note that the data collected to date in
this field is sufficient for exploratory analysis of DNAzyme catalytic cores, however, not
containing parameters crucial for fully quantitative prediction e.g., sufficient amount of
single nucleotide polymorphism (SNP) studies as well as catalytic activity dependence
on dinucleotide cleavage site composition, showing only the maximal activity achieved
with the particular catalytic core. Since the paper focuses on the determination of intrin-
sic DNAzyme catalytic core ability to perform the cleavage reaction and discovery of
potentially active candidates, substrate-binding arms as well as RNA substrates were
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not used. High bias towards the most frequent RNA substrates observed in published
structured data will render determination of catalytic ability of DNAzyme core itself dif-
ficult. Thus, experimental binding arms optimization given specific RNA substrate is
still needed for discovered candidates. Findings presented further are related to the pre-
diction of maximal catalytic activity achievable for a given group of related DNAzyme
catalytic cores, where the development of SNP level precise algorithms requires more
experimental mutation studies.

A collection of 1,028 DNAzymes (raw dataset prior to preprocessing) sourced from
56 scientific articles was extracted comprising DNAzymes with RNA-cleaving activity.
Since DNAmoreDB serves only to aggregate existing DNAzyme-related data for exper-
imental scientists, a significant portion of these DNAzymes lacks quantitative activity
data, where 154 DNA sequences with known k. were meticulously selected for further
analysis. Each sequence underwent precise validation against the original source, with
adjustments made to the catalytic core sequence to exclude binding arms. Addition-
ally, buffer conditions were fine-tuned to correspond to the counter-measured value of
k.ps and were supplemented with experimental temperature data. Notably, for 16 of the
DNAzymes graphical representations depicting the relationship between the k., and
various buffer parameters such as temperature and pH were available in the primary lit-
erature. Subsequently, this data was converted to numeric and encoded, resulting in an
additional 207 samples (total 361 labeled samples) which were instrumental in enhanc-
ing the performance of the model on the final steps.

It is important to perform a comprehensive data analysis of the final database to deter-
mine limitations of the future models related to parameter ranges present, as well as to
extract meaningful dependencies of the target value on experimental parameters. To
better understand the range of the constants under consideration, it is crucial to assess
its distribution as it directly impacts the ability of ML models to predict k. in a wide
range for unknown sequences. It can be seen on Fig. 1a that the distribution of k. is
close to normal and centered around 0.01 min~!, with minimal and maximal values
equal to 0.0001 and 1.7 min~", respectively. Therefore, collected dataset covers a wide

range of k. values, from almost inactive to very active DNAzyme catalytic cores, prov-

obs
ing dataset completeness in a sense of k,, and future ML models’ ability to work with
DNAzymes of varying potential catalytic activity.

To assess the generalizability of future ML models, not only k., coverage analysis but

obs
also a comprehensive analysis of the sequence’s diversity is crucial to prove dataset com-
pleteness in a sense of sequential information. To estimate sequence diversity within the
dataset, pairwise Levenshtein distances were computed quantifying the dissimilarity
between two sequences by measuring the minimum number of single-nucleotide edits
(insertions, deletions, or substitutions) required to transform one sequence to another.
A 154 x 154 distance matrix was generated, compressed using t-SNE, and analyzed using
scatter plots (Fig. 1b), resulting in the identification of three distinct clusters. Notably,
sequence length emerged as a key differentiating parameter among the clusters, with
median values of 40, 52, and 26 for clusters 0, 1, and 2, respectively (Table S2). No clear
separation of clusters by lg(k,,,) was observed (Fig. S1), where a notable variance of
lg(k,ys) values within each cluster (from 0.79 to 1.15) was observed. Although sequences

within the same cluster exhibited relative positional proximity, multiple sequence
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alignment revealed no dominant pattern for each cluster except for cluster 2 with high
GC content (Fig. 1c). Notably, no consensus sequence was discernible; instead, localized
regions displayed a prevalence of specific nucleotides.

This observation suggests that the dataset comprises diverse DNAzyme catalytic core
sequences, spanning lengths ranging from 8 to 74 nucleotides. Therefore, from the anal-
ysis it can be concluded that the collected dataset contains highly diverse DNAzyme cat-
alytic core sequences. At the same time, the absence of clear separation of sequences by
ks suggests that, despite its importance for catalytic activity, only sequential data will
be not enough to estimate k., as even closely related sequences exhibit significant vari-
ance in k... This observation aligns with previous studies involving mutational analy-
sis of certain DNAzymes [19], wherein critical substitutions in the catalytic center were
identified as essential for the activity and capable of inducing critical impairment.

DNA features comparison
Since even subtle modifications to DNAzyme catalytic cores change k., drastically, it is
crucial to choose DNAzyme sequence descriptors able to consider positional informa-
tion to be able to predict k. in a quantitative manner. Existing DNA sequence descrip-
tors can be categorized into two main groups: (1) bioinformatics-based, quantifying
positional information for sequences utilizing statistical approaches (k-mers and one-
hot encoding, which demonstrated efficacy in various genomic sequence classification
tasks) [20]; (2) Large Language Model (LLM)-based, forming latent representations of
sequential data (HyenaDNA model outperforming analogous LLMs across multiple
benchmark assessments) 18. In addition to existing sequence representations, we imple-
mented a dot-bracket notation of secondary structures calculated using mfold which
was converted to a numerical vector [21]. The last approach, namely sequential com-
pression of nucleotide physicochemical properties with autoencoder (AE) architecture,
was implemented in this paper for the first time. Briefly, DNA sequences were trans-
formed into matrices where each column represented properties of a specific nucleo-
tide at a given position in the sequence. Thus, such model architecture allows to process
not only conventional but also chemically modified nucleotides, which allows to use this
approach on a wider range of nucleic acid structures. The convolutional autoencoder
(CAE) model was trained on a dataset containing over 500,000 unique DNA sequences
having non-zero Levenshtein distance to each other. The latent space vectors obtained
from this model were utilized as sequence representations. Finally, it was checked on
the ability to differentiate between proteins, RNA, and DNA indirectly from these latent
space-derived descriptors (Fig. S2) showing great learning performance.

Each of the representation methods mentioned above offers unique advantages and
disadvantages that are tailored to specific problems. Thus, to determine the most suit-
able descriptors for DNAzyme sequence representation, all mentioned descriptors were

evaluated in sequence-only k. prediction task using tree ensemble boosting models

obs
recently proven to outperform other models on tabular data, which are Random Forest
(RF) and Light Gradient Boosting Machine (LightGBM) [22]. A total of 154 samples with
known kg, were utilized, with 20% allocated to the test set and 80% to the training set.
Stratified k;,, sampling was employed to ensure a balanced distribution of the target var-

iable across both sets. Subsequently, two models, RF and LightGBM, with pre-optimized
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hyperparameters, were trained on the training set. The performance of these models was
evaluated through tenfold CV and test set metrics, and the average of two models’ per-
formance was used as descriptor performance assessment metrics.

Despite exhibiting strong performance in CV (Table 1), bioinformatics-based descrip-
tors demonstrated a substantial decline in their ability to characterize an independent
test set, with performance decreasing by more than half for all features except 2-mers
(Q*=0.181, R? test=0.146). Notably, 2-mers emerged as the most effective representa-
tion within the group of bioinformatics approaches. In contrast, HyenaDNA embed-
dings, which were compressed with principal component analysis (PCA) before use,
surpassed the aforementioned features when employing the LLM-based approach,
as evidenced by better performance in CV as well as on a test set (Q*=0.207, R?
test=0.179). This improvement may be attributed to the model enhanced capability to
capture contextual information from the sequence facilitated by the attention mecha-
nism. Of particular significance is the performance of proposed autoencoder, which
emerged as the top-performing feature (Q*=0.26, R? .., =0.27), demonstrating consist-
ent efficacy in both CV and on the test set. This outcome underscores the importance
of incorporating physicochemical properties of nucleotides into the mathematical rep-
resentation of oligonucleotides. Although we anticipated that the secondary structure
of the catalytic core would significantly improve predictive accuracy, descriptors based
on dot-bracket notation only performed poorly (Q*=—-0,072, R? test=0.073). However,
according to thermodynamic hypothesis or Anfinsen’s dogma primary structure fully
determines the spatial folding of biological polymers to secondary and tertiary struc-
tures; therefore, the use of primary structures descriptors is sufficient for indirect yet
proper spatial structure consideration by the model.

Despite top-performing DNAzyme catalytic core sequence descriptors in the task of
sequence-only k.. prediction were established with the dominance of property-based
descriptors, future ML model ability to perform exploratory analysis as well as predict
k,ps With single nucleotide resolution can be improved using several types of descrip-
tors covering several different aspects of DNAzyme catalytic core sequences. Thus,
subsequent analysis involved the comparison of combinations of the most effective fea-
tures from each group (Table 2), as they contain distinct information that can comple-
ment each other, thereby enhancing the overall information content. Each combination
exhibited an increase in the coefficient of determination during CV and on the test set.

Table 1 Comparison of DNAzyme catalytic core sequence descriptors in sequence-only Kk,
prediction task

Type Descriptors Q? R% et RMSE, .,
Bioinformatics-based 2-mers 0.181 0.146 0.942
3-mers 0214 0.076 0.980
4-mers 0.169 0.058 0.985
one-hot 0.150 —-0.138 1.082
Secondary structure-based encoded dot-bracket -0.072 0.073 0.969
LLM-based HyenaDNA + PCA 0.207 0.179 0923

Property-based AE embeddings 0.259 0.267 0.871
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Table 2 Comparison of top-performing descriptor combinations in sequence-only k. prediction
task

Descriptors combination Q? R% e RMSE, .,
HyenaDNA PCA 0.275 0.268 0.872

AE

AE 0334 0335 0.829
2-mers

HyenaDNA PCA 0.233 0.207 0.908
2-mers

2-mers 0318 0.298 0.853

AE

HyenaDNA PCA

Notably, the amalgamation of all three descriptors did not yield superior results, being
outperformed by the AE-2-mers combination (Q*=0.33, R?,,=0.33). The inclusion of
a vector of k-mers resulted in a notable 26% enhancement in model performance when
compared to solely utilizing CAE descriptors. Therefore, the combination of the pro-
posed AE model and 2-mers has shown the highest performance in sequence-only k_
prediction task.

Following the analysis of various descriptors, it is important to note that the speci-
ficity of the selected features lies in their aggregating nature; specifically, the AE
descriptors generalize information through convolution as well as k-mers. However,
this method has a notable limitation: it does not reliably discriminate between sin-
gle-nucleotide mutations. For instance, when predicting the activity of single-nucle-
otide mutations in the catalytic core 10-23, the predicted values exhibited a narrow
spread of only 0.003 min~! (Fig. S3a), despite some mutations leading to a complete
loss of activity in experiment. This indicates that while the descriptors suggest these
sequences have varying activities, they fail to accurately represent the scale of these
differences and at present can be used for semi-quantitative exploratory analysis only.
It is important to highlight also that there is a lack of ability to cluster samples with
single-nucleotide mutations into active and inactive categories based on the selected
sequence descriptors (Fig. S3b). A contributing factor to this issue is that many single-
nucleotide mutations for most catalytic cores are underrepresented in the literature
being presented only for several most frequently used catalytic cores, which places
greater emphasis on sequence diversity. Consequently, while this approach enhances
the model’s generalization capabilities, it compromises its ability to recognize point
mutations effectively.

Handling data imbalance problem

One significant challenge associated with collected data is the absence of negative exam-
ples, which can lead to overestimation of k. for less active DNAzyme catalytic cores.
To address this imbalance in distribution, training datasets must include sequences that
are inactive in order to presume k. of less active and inactive sequences more correctly.
Here we explore two methodologies for simulating inactive sequences and attributing
them an RNA cleavage rate constant of 107/, a value indicative of the rate of spontaneous
RNA cleavage under physiological conditions [23].
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To prevent the inclusion of inactive sequences due to their unusual lengths, we gener-
ate random DNA sequences with lengths similar to those of RNA-cleaving DNAzymes.
However, from a modeling perspective, this approach has proven to be less effective, as
the model fails to discern between random sequences and DNAzymes. The introduc-
tion of inactive samples into the dataset leads to a significant decline in model per-
formance, followed by erratic fluctuations (Fig. 2). This behavior may stem from the
model’s tendency to overfit when presented with predominantly inactive sequences.
The second approach involved dataset augmentation with ‘negative’ sequences that do
not have RNA cleaving activity, which were RNA-ligating DNAzymes exhibiting oppo-
site activity. These sequences are presented in DNAmoreDB, enabling the extraction of
188 sequences, which were designated as inactive. The progressive inclusion of these
sequences into the dataset initially leads to a decrease in model accuracy, followed by
a gradual enhancement of performance metrics during CV (Fig. 2). Notably, a 33%
enhancement is observed at the final iteration, culminating in a final Q* value of 0.44.
Therefore, it was demonstrated that inclusion of RNA-ligating DNAzymes as negative
samples not only allows to account for data imbalance problem but also to increase
model overall performance by reducing overestimation of DNAzyme k.

Effect of experimental parameters

As previously indicated, the observed reaction k,,, of DNAzyme depends strongly on
specific experimental conditions (pH, cofactor type and concentration, temperature,
NaCl etc.). To provide a more comprehensive characterization of the system, we have
incorporated features pertaining to the composition of the buffer solution. These fea-
tures have been transformed into a vector representation, with each element cor-
responding to a distinct component or parameter. A careful evaluation of parameters
reveals their individual impacts on model performance. Combining buffer and sequence
features significantly improves accuracy over merging sequence and cofactor descriptors
(Table 3). This suggests a stronger correlation between buffer composition and the out-
come, while cofactor attributes mainly determine DNAzyme activity as positive or nega-
tive. Integration of all three categories of descriptors results in a notable enhancement in
the model accuracy during CV (Q?=0.62). To address the issue of limited buffer diver-

sity, we incorporated data regarding k. dependence on various buffer parameters for

obs
sequences already present in the dataset, which led to further increase in performance

to Q*>=0.692.

Top-performing model development
Based on the previous experiments, a dataset comprising 549 DNAzyme systems was
compiled, consisting of total 349 unique (non-zero Levenshtein distance to each other)
sequences and 71 parameters. Several models were tested on the ability to predict k,, on
the final set of parameters, which are RF, XGBoost, LightGBM, and CatBoost, where100
samples (test set) allowed to tune model hyperparameters, whereas performance on 53
samples (validation set) show model performance on unseen data (see all models perfor-
mance in Table S3).

All models exhibited consistent performance (Fig. 3a), displaying coefficient of
determination values exceeding 0.89 in all cases. Notably, each model demonstrated
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Table 3 Effect of buffer- and cofactor-related descriptors on ML models performance

Descriptors Q? R% s RMSE, ..,
cofactor +sequence 0472 0.378 0.802
conditions +sequence 0.523 0.502 0.719
conditions + sequence + cofactor 0617 0472 0.740
only sequence 0.328 0336 0.829

proficient capability in distinguishing between active and inactive samples, with the log-
arithm of k,,, not exceeding —4 for inactive sequences, which shows model ability to
detect inactive sequences. Among evaluated models, LightGBM model emerged as the
most favorable, showcasing consistent accuracy across the spectrum of predicted values.
In contrast, CatBoost and Random Forest models, although yielding relatively high met-
rics, displayed a propensity to overestimate the activity of DNAzymes with actual rate
constants around 0.0001. At the same time, XGBoost tends to overfit leading to decrease
of CV. Therefore, LightGBM model was selected for further optimization and final
implementation due to its superior performance across all evaluation metrics (Q?=0.93,
R%,=0.97, R?

To remove parameters redundant and irrelevant for this task and increase model

validation = 0-96) when utilizing all 71 parameters.

interpretability, recursive feature elimination (RFE) was implemented as feature selec-
tion method, where model performance plateaued at 24 parameters (Fig. 3b). Feature
importance values analysis (Fig. 3c) has shown the superior importance of such experi-
mental conditions as cofactor concentration, pH, ionic strength, and temperature, where
the concentration of cofactor central to the process of hydrolysis, has the greatest effect
on k., which is consistent with experimental knowledge. Moreover, the model was able
to determine the importance of such cofactor parameters as charge and electron affin-
ity influencing nucleophilic attack on phosphodiester bond. AE-derived property-based
descriptors related to the number of hydrogen bond donors and acceptors as well as
correlated with GC content also were marked as important. At the same time, although
improving overall model performance, k-mer based descriptors are not interpretable
with feature importance values due to its intrinsic collective contribution to k¢ value,
whereas feature importance presumes each parameter contributes predicted value inde-
pendently. Therefore, top-performing ML model predicting Ig(k,,,) with RMSE=0.52
e.g., capable of estimating k,, with an error of 1/3 order of magnitude in a wide range
from 0.0001 to 1.7 min~' was established, optimized, and feature selected (Fig. 3c),
where its interpretability and consistence with common knowledge was demonstrated.

SequenceCraft web resource

To ease the utilization of these findings by experimental scientists working on DNA-
zymes optimization and discovery, open source, and user-friendly web resource
SequenceCraft (https://sequencecraft.aicidlab.itmo.ru/) was developed (see detailed
description in ESI). This resource not only contains plenty of reference information
about DNAzymes for those who are unfamiliar with the field, but also gives an access to
the curated database of RNA-cleaving DNAzyme catalytic cores, as well as the predictive
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algorithm presuming sequence k,; based on sequence composition and experimental

setup.

Conclusion

Therefore, in this work, ML based open-source platform SequenceCraft was developed
and deployed allowing experimental scientists to perform DNAzyme exploratory analy-
sis via quantitative k ;. estimation as well as statistical and clustering data analysis. This
became possible with the development of unique curated database of 361 RNA-cleav-
ing catalytic cores, which contains parameters characterizing catalytic core sequence
composition, metal cofactor elemental properties, and experimental setup. Thorough
sequence analysis allowed to ensure data completeness and construct the optimal set of
parameters able to presume k., values with high precision. Moreover, comprehensive
comparison of existing sequence representation methods and its impact on k_; estima-
tion revealed the superior performance of novel AE-derived property-based descriptors
proposed in this work for the first time. To account for data imbalance problem common
for every research at the intersection of chemistry and Al and limiting the utilization
of novel predictive algorithms, RNA-ligating sequences were added as negative samples
demonstrating increase in model performance in comparison with randomly generated
sequences commonly used for these purposes. Further, a set of top-performing random
forest and boosting-based ML was pre-optimized and screened, followed by feature
selection and final hyperparameter optimization resulting in best-performing Light-
GBM model with performance Q*=0.93.

Despite an effective algorithm for exploratory analysis of DNAzyme catalytic core
activity was successfully developed in this paper, it is crucial also to highlight future
challenges in this field to be addressed to achieve SNP level precise ML algorithms.
Since some of the key parameters influencing the particular value of catalytic activity are
absent in structured databases e.g., its dependence on dinucleotide cleavage site compo-
sition and SNPs not only for the most common catalytic cores, more mutation experi-
mental data as well as the development of LLM-based reinforcement learning from
human feedback (RLHF) algortihms should be implemented to account for insufficient
data and absent parameters. At the same time, the lack of high-resolution X-ray diffrac-
tion structures as well as precise molecular mechanisms for the majority of DNAzymes
limits the development of highly interpretable models able to give valuable insights on
algorithm decision making process and propose novel mechanisms.

Overall, the findings regarding the possibility of DNAzyme exploratory analysis using
ML presented in this paper make the first step towards SNP level precise catalytic activ-
ity predicting algortihms and promote the use of data-driven approaches by experimen-
tal scientists in the field of DNAzyme optimization and discovery.
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