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Abstract 

Background:: The collection of substantial amounts of electroencephalogram (EEG) 
data is typically time-consuming and labor-intensive, which adversely impacts 
the development of decoding models with strong generalizability, particularly 
when the available data is limited. Utilizing sufficient EEG data from other subjects 
to aid in modeling the target subject presents a potential solution, commonly referred 
to as domain adaptation. Most current domain adaptation techniques for EEG decod-
ing primarily focus on learning shared feature representations through domain align-
ment strategies. Since the domain shift cannot be completely removed, target EEG 
samples located near the edge of clusters are also susceptible to misclassification.

Methods:: We propose a novel adaptive deep feature representation (ADFR) frame-
work to improve the cross-subject EEG classification performance through learning 
transferable EEG feature representations. Specifically, we first minimize the distribution 
discrepancy between the source and target domains by employing maximum mean 
discrepancy (MMD) regularization, which aids in learning the shared feature repre-
sentations. We then utilize the instance-based discriminative feature learning (IDFL) 
regularization to make the learned feature representations more discriminative. Finally, 
the entropy minimization (EM) regularization is further integrated to adjust the classi-
fier to pass through the low-density region between clusters. The synergistic learning 
between above regularizations during the training process enhances EEG decoding 
performance across subjects.

Results:: The effectiveness of the ADFR framework was evaluated on two public motor 
imagery (MI)-based EEG datasets: BCI Competition III dataset 4a and BCI Competition 
IV dataset 2a. In terms of average accuracy, ADFR achieved improvements of 3.0% 
and 2.1%, respectively, over the state-of-the-art methods on these datasets.

Conclusions:: The promising results highlight the effectiveness of the ADFR algorithm 
for EEG decoding and show its potential for practical applications.

Keywords: Electroencephalogram, Domain adaptation, Discriminative feature 
learning, Entropy minimization, Motor imagery
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Introduction
Brain-computer interfaces (BCIs) have the capability to decode neural activity and 
translate it into control commands. BCIs can establish a direct communication path 
between the human brain and external devices [1] without relying on conventional 
neuromuscular pathway. Electroencephalogram (EEG) is one of the most widely used 
techniques in BCIs due to its non-invasiveness, high temporal resolution, and the 
portability of acquisition equipment, facilitating the measurement of neuroelectrical 
activity on the scalp. Motor imagery (MI) is the important paradigm in BCIs, which 
has considerable potential for the rehabilitation of upper and lower limb movements 
[2]. Individuals with disabilities (e.g., stroke or locked-in syndrome) can modulate 
sensorimotor rhythms through recognizing EEG signals of imagined movements to 
facilitate neural plasticity and functional recovery [3].

Advanced machine learning techniques have been applied to various challenging 
problems in biomedical engineering [4]. Current MI-based BCIs mainly utilize data-
driven machine learning approaches to decode EEG signals. Despite the consider-
able success of these methods, traditional machine learning approaches necessitate 
sufficient labeled EEG data, making the development of subject-specific classifiers 
time-consuming and labor-intensive [5]. More specific.ally, a 20–30  min calibration 
is usually required before recording EEG data, which is inconvenient and fatiguing 
for people [6]. This presents a significant challenge to the usability and scalability of 
MI-based BCIs. Reducing or eliminating the calibration time is of great importance 
[7], particularly for disabled subjects with limited motor functions. However, insuf-
ficient EEG data might weaken the generalization capability of the decoding model. 
Given that EEG signals corresponding to the same MI task have similar distribution, 
thus other subjects’ EEG data can be leveraged to facilitate the construction of EEG 
decoding model for the target subject. However, the inter-subject variability [8] often 
results in degraded classification performance when applying an existing EEG decod-
ing model to a new subject. To address this issue, transfer learning [9, 10] is a feasible 
approach that exploits the shared knowledge between the source and target subjects 
to facilitate the construction of target EEG decoding model.

To date, two primary categories of transfer learning have been systematically inves-
tigated to realize cross-subject transfer in MI-based BCIs. The first category is the 
inductive transfer learning [11], which requires a subset of labeled target EEG data to 
construct the target predictive model. For example, Chen et al. [12] proposed an inno-
vative transfer support matrix machine for the classification of MI EEG data, which 
requires some labeled target EEG data. Besides, Liang et  al. [13] developed an adap-
tive multimodel knowledge transfer matrix machine for EEG classification, which 
adaptively selects multiple correlated source model knowledge though a leave-one-out 
cross-validation strategy using the available target training EEG data. Although effective, 
the above methods still require a certain quantity of labeled EEG data from the target 
subjects to learn the classifier, which limits the practicality of EEG decoding methods 
in certain scenarios. Recent studies have demonstrated the efficacy of the second cat-
egory transfer learning in MI-based BCIs, i.e., the transductive transfer learning (domain 
adaptation, DA) [11]. In this situation, no labeled target data are required, which greatly 
improves the practicality of the EEG decoding methods.
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In this paper, we present a novel domain adaptation framework that enables the 
adaptive learning of transferable EEG feature representations. The motivation of the 
proposed ADFR is illustrated in Fig. 1. Consider a labeled source subject Ds and an 
unlabeled target subject Dt as illustrated in subplot Fig.  1a. Due to the substantial 
distribution difference between source and target domains, the classifier f trained 
on source EEG data cannot completely discriminate target EEG data. Referring 
to previous studies, we firstly use maximum mean discrepancy (MMD) regulariza-
tion to reduce the distribution discrepancy between the source and target domains. 
Although the above domain alignment can improve the transferability of feature rep-
resentations, the target EEG features located near the edge of the corresponding clus-
ters are still likely to be misclassified, as shown in Fig. 1b. To this end, we introduce an 
instance-based discriminative feature learning (IDFL) regularization to enhance the 
discriminability of source EEG features within the shared feature space. Combined 
with MMD regularization, IDFL can align target EEG features of different categories 
with that of source subjects, thus adaptively making the features more separable, as 
illustrated in Fig. 1c. Although effective, cross-subject EEG features learning usually 
cannot completely remove the distribution discrepancy between the source and tar-
get domains. In view of this, we utilize the entropy minimization (EM) regularization 
to make the classifier pass through the low-density region between clusters, as shown 
in Fig.  1d. The synergistic learning between above three regularizations during the 
training process can enhance EEG decoding performance across subjects. Extensive 
experiments performed on publicly available MI-based EEG datasets demonstrate the 
remarkable performance of our ADFR framework.

The main contributions of this work are as follows.

• We present a novel deep domain adaptation framework for cross-subject EEG 
decoding, which can jointly adapt both features and classifier to learn deep transfer-
able EEG feature representations.

• The proposed ADFR jointly incorporates domain alignment, deep discriminative 
feature learning, and low-density separation in a unified framework to enhance the 
transferability of feature representations.

• We conducted a comprehensive evaluation of the proposed ADFR on two public MI-
based EEG datasets. The experimental results verify the superiority of our frame-
work.

MMD IDFL EM

(a) (b) (c) (d)

f

sD tD

Fig. 1 Motivation of ADFR. f denotes the classifier. Ds and Dt represent the source and target subjects, 
respectively. a Classifier learned from source EEG features; b After MMD regularization; c After IDFL 
regularization; d After EM regularization
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The remaining sections are organized as follows. Section  introduces the related works. 
Section   presents a detailed explanation of the proposed ADFR framework and the 
learning algorithm. We present the extensive experimental evaluations of the proposed 
method and provide a thorough discussion of the results in Sects.  and . Finally, we con-
clude our framework in Sect. .

Related works
Several transfer learning methods [11] methods have been developed to achieve cross-
subject transfer in MI-based BCIs. These methods can be broadly classified into three 
groups based on the type of transferred knowledge: instance [14, 15], feature [16–19], 
and classifier [20–24] transfer. The fundamental concept behind instance transfer 
methods is that certain parts of source EEG data are correlative to the target data. For 
instance, Hossain et al. [14] proposed to choose partial EEG data from source subjects 
using active learning strategy, which were then combined with limited target EEG data to 
train the decoding method. For feature transfer methods, the common practice is to lev-
erage the source data to learn a well-suited feature representation for the target domain. 
Most of these methods are built on common spatial patterns (CSP) algorithm [25] by 
modifying either the covariance matrix estimation method [16] or the optimization 
function [17]. Moreover, deep learning approaches have potential in learning domain-
invariant feature representations. As in [19], Jeon et  al. employed a multiple pathway 
deep model to learn feature representations of both the selected source EEG data and 
the target EEG data. Subsequently, it encourages the consistency of these feature rep-
resentations by minimizing the classification error between the two domains. For the 
classifier transfer methods, the basic assumption is that the model parameters are shared 
between the source and target domains. In previous studies [20, 21], sufficient source 
EEG data were used to train the network, which was then fine-tuned using limited target 
EEG data. For example, Azab et al. [22] employed the Kullback-Leibler (KL) divergence 
method to measure the similarity of source and target subjects and then determine the 
weights assigned to source subjects. Additionally, the ensemble learning [23] and multi-
task learning [24] techniques were also exploited to learn the source model parameters 
to facilitate the construction of target model.

Although effective, the above methods still require a certain amount of labeled target 
EEG data to construct the target classifier. However, MI-based BCIs rely on spontaneous 
brain activity, which adversely impacts the construction of target classifier when the tar-
get subject is improperly performing MI tasks [26]. In practice, there may exist mislabe-
ling EEG data during the calibration session [27] for a new subject using MI-based BCIs 
from scratch. This poses a challenge to establish a reliable EEG decoding model on the 
target subject. Recent studies have demonstrated the efficacy of unsupervised domain 
adaptation methods in MI-based BCIs. These methods have demonstrated the capability 
to learn the domain-invariant features without leveraging the label of target EEG data 
[28, 29]. For instance, He et al. [29] proposed to map both the source and target EEG 
data into the Euclidean space and minimize their distribution divergence. This method 
can obtain promising classification performance only using unlabeled target EEG data. 
Moreover, certain domain adaptation techniques, including transfer component analy-
sis (TCA) and subspace alignment (SA), have been employed in EEG-based emotion 
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recognition [30]. Most of current domain adaptation methods used for cross-subject 
EEG recognition belong to the shallow learning method, which rely heavily on the hand-
crafted features. In recent years, deep domain adaptation [31, 32] has gained increasing 
popularity for cross-subject EEG classification. For example, Hang et al. [33] proposed 
a deep domain adaptation network for cross-subject EEG classification. Besides, Song 
et al. [34] developed a domain adaptation method by utilizing an attention-based adap-
tor to facilitate the transfer of source features to the target domain for cross-subject 
EEG decoding. Xu et al. [35] proposed a contrastive learning-based unsupervised multi-
source domain adaptation method for learning subject-independent representations in 
MI EEG signals. Existing domain adaptation methods in the context of MI-based BCIs 
primarily emphasize the learning of shared feature representations through domain 
alignment strategies. However, domain shift cannot be completely removed, target EEG 
samples located near the edge of clusters are also susceptible to misclassification. To 
address this issue, we propose a novel adaptive deep feature representation framework 
to adaptively learn transferable EEG feature representations through jointly adapting 
both features and classifier.

Methods
We present a comprehensive overview of the proposed ADFR framework for cross-sub-
ject MI-based EEG decoding. Figure  2 illustrates the diagram of the proposed ADFR, 
which integrates domain alignment, deep discriminative feature learning, and low-den-
sity separation in a unified framework. The subsequent sections will give the detailed 
explanation of each component.

Deep EEG feature representation

Suppose source subject Ds consists of Ns labeled EEG trials Ds =
{(

Xs
i , y

s
i

)}Ns

i=1
 , where 

Xs
i ∈ R

e×t represents EEG data with e electrodes and t sampling points. ysi ∈ R
C 

is the corresponding label. Suppose target subject Dt consists of Nt EEG data, i.e., 
Dt =

{

Xt
i

}Nt

i=1
 . Our objective is to learn a deep network y = f (X) to predict the label of 

target subject EEG data with the given labeled of source subject EEG data.
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Deep learning can automatically learn high-level EEG features, which is emerg-
ing as the dominant paradigm in MI-based EEG decoding [36–40]. Inspired by the 
classical filter bank common spatial patterns (FBCSP) algorithm [41], Schirrmeister 
et  al. developed a MI-based EEG decoding, i.e., Shallow ConvNet [36]. As depicted 
in Fig  3, Shallow ConvNet consists of three main blocks. The first block comprises 
two convolution layers, which is used for capturing temporal information. The second 
block involves a single convolution layer that performs spatial filtering. Subsequently, 
a squaring nonlinearity, a mean pooling, and a logarithmic activation operation are 
designed to emulate the operation in FBCSP. The third block is the classification layer. 
The loss function LS of Shallow ConvNet is formulated as follows:

where f
(

Xs
i

)

 is the predictions of the source EEG data Xs
i . L(·) denotes the cross-entropy 

loss.

(1)Ls =
1

Ns

Ns
∑

i=1

L
(

f
(

Xs
i

)

, ysi
)

,
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Domain alignment

Previous studies have demonstrated that features extracted by deep neural networks 
transition from general representations to task-specific representations as the network 
depth increases [42]. Consequently, the EEG features learned from the convolutional 
layers can be effectively shared with the target subject, as they capture more generic 
information. However, features at higher layers are more subject-specific, resulting in 
a significant decrease in their transferability as cross-subject variability increases. To 
this end, we minimize the distribution discrepancy between the deep features extracted 
from the source and target subjects. Herein, we employ MMD method to calculates the 
squared distance between the means of the feature distributions in the reproducing ker-
nel Hilbert spaces (RKHS) H . After aligning the source and target feature distributions, 
we can effective adapt to the target subject while retaining the subject-invariant proper-
ties encoded in the shared features. Let Hs =

{

hsi
}Ns

i=1
 and Ht =

{

hti
}Nt

i=1
 represent the 

deep feature representations of the source and target EEG data, respectively. Then, we 
minimize the domain discrepancy using the squared MMD as follows:

where ϕ(·) represents the nonlinear feature mapping function. k(·, ·) is the kernel func-
tion derived from ϕ(·) , and k

(

hi,hj
)

= ϕ(hi)
T · ϕ

(

hj
)

.
In Eq. (2), calculating the sum of similarities between pairs of all data instances pre-

sents a challenging task when dealing with large-scale datasets [42]. To reduce the com-
putational complexity, we reformulate Eq. (2) by employing the linear-time unbiased 
estimate of MMD [42, 43]:

where ei
�
=

(

hs2i−1,h
s
2i,h

t
2i−1,h

t
2i

)

 denotes the quad-tuple. φ(ei) can be calculated using 
the kernel function k on each quad-tuple ei:

Discriminative feature learning

Improving the intra-class compactness and inter-class separability of target EEG data helps 
improve the classification performance of target EEG data. However, it proves challeng-
ing in the absence of supervision information. An alternative approach is to enhance the 
discriminative capability of the source EEG feature representations in the shared feature 
space. Combined with MMD regularization, it subsequently leads to increased discrimina-
bility of the target EEG features through feature alignment. Therefore, the target EEG data 

(2)

LM = MMD2
(

Hs,Ht
)

=

∥

∥

∥

∥

∥

1

Ns

Ns
∑

i=1

ϕ
(

hsi
)

−
1

Nt

Nt
∑

i=1

ϕ
(

hti
)

∥

∥

∥

∥

∥

2

H

=
1

N 2
s

Ns
∑

i=1

Ns
∑

j=1

k
(

hsi ,h
s
j

)

+
1

N 2
t

Nt
∑

i=1

Nt
∑

j=1

k
(

hti ,h
t
j

)

−
2

NsNt

Ns
∑

i=1

Nt
∑

j=1

k
(

hsi ,h
t
j

)

,

(3)L̂M

(

Hs,Ht
)

=
2

Ns

Ns/2
∑

i=1

φ(ei),

(4)φ(ei) = k
(

hs2i−1,h
s
2i

)

+ k
(

ht2i−1,h
t
2i

)

− k
(

hs2i−1,h
t
2i

)

− k
(

hs2i,h
t
2i−1

)

.
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can exhibit better separability in the absence of label information. Specifically, we employ a 
discriminative feature learning technique to enhance the intra-class compactness and inter-
class separability of the source EEG features [44]. We introduce an instance-based discrimi-
native feature learning regularization, which can be formulated as follows:

where Mij = 1 and Mij = 0 indicates hsi and hsj  belong to the same or different classes, 
respectively. From Eq. (6), we can find that LD enforce the distance between EEG data 
from same class no more than d1 as well as the distance between EEG data from different 
class at least d2.

Let Dij =

∥

∥

∥
hs

i − hs
j

∥

∥

∥

2
 denotes the distance between the features hsi and hsj , Eq. (5) can be 

reformulated as:

where the operators ◦ and �·�sum denote the element-wise multiplication and the sum of 
all the elements, respectively. Additionally, the tradeoff parameter β is used to balance 
the intra-class compactness and inter-class separability within the discriminative feature 
learning process.

Entropy minimization

Although maximum mean discrepancy regularization and instance-based discriminative 
feature learning regularization can reduce the distribution discrepancy of source and target 
domains, it is generally impractical to entirely eliminate the distribution discrepancy that 
exists across subjects, as shown in Fig. 1c. Besides, due to the absence of supervision infor-
mation of target EEG data, the learned classifier may be biased towards the source domain. 
However, most current domain adaptation methods in EEG decoding ignore above issue.

To address the aforementioned issue, it is better to enable the classifier automatically 
adjust itself to past through the low-density regions and generate high-confident pre-
dictions [45]. To improve the classification performance of the model on the target EEG 
data, we introduce an entropy minimization regularization to encourage the classifier past 
through the low-density regions between different clusters. Specifically, the entropy mini-
mization regularization can be expressed as follows:

(5)LD =

Ns
∑

i,j=1

J
(

hsi ,h
s
j

)

,

(6)J
�

hsi ,h
s
j

�

=











max
�

0,
�

�

�
hsi − hsj

�

�

�

2
− d1

�2
,Mij = 1

max
�

0, d2 −
�

�

�
hsi − hsj

�

�

�

2

�2
,Mij = 0

,

(7)LD = β ·

∥

∥

∥
max (0,D− d1)

2 ◦M
∥

∥

∥

sum
+

∥

∥

∥
max (0, d2 −D)2 ◦ (1−M)

∥

∥

∥

sum
,

(8)LE = −
1

Nt

Nt
∑

i=1

f
(

Xt
i

)

log
(

f
(

Xt
i

))

,
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where f
(

Xt
i

)

 the prediction of target EEG data Xt
i  . Equation (8) can make the classifier f 

adjust itself to past through the low-density of target EEG data, thereby further improv-
ing the classification performance of target subject.

Objective function

Overall, the objective function of the proposed adaptive deep feature representation 
framework integrates maximum mean discrepancy regularization, instance-based dis-
criminative feature learning regularization, and entropy minimization regularization 
within a unified framework, which can be formulated as:

Here, LS denotes the cross-entropy loss used for source EEG data. �1 , �2 and �3 are 
the trade-off parameters for balancing the maximum mean discrepancy loss LM , the 
instance-based discriminative feature learning loss LD , and the entropy minimization 
loss LE , respectively.

Experiments and results
To evaluate the efficacy of the proposed ADFR framework for MI-based EEG decod-
ing, we conduct comprehensive experiments on two publicly available EEG datasets, 
i.e., Dataset IVa of BCI Competition III and Dataset IIa of BCI Competition IV [46]. 
We firstly describe the employed EEG datasets. Then, we outline the data preprocess-
ing steps. Subsequently, we list the comparison methods, along with their correspond-
ing parameters. Finally, we present the experimental results and provide the detailed 
analysis.

EEG preparation and preprocessing

• Dataset IVa of BCI Competition III (Dataset 1): This dataset comprises 118-channel 
EEG signals for five subjects (denoted as aa, al, av, aw, and ay). The signals were the 
sampled at a rate of 100Hz. During each trial, subjects were asked to perform either 
a right hand or foot MI-based tasks in response to visual cues. For each subject, 280 
trials were collected. In the experiment, we randomly select two subjects to form the 
source and target domain, allowing us to generate C2

5 = 10 domain adaptation tasks. 
We then exchange the source/target pairs, resulting in an additional set of 10 domain 
adaptation tasks. Consequently, we have a total of 20 domain adaptation tasks for 
this dataset.

• Dataset IIa of BCI Competition IV (Dataset 2): EEG signals were acquired from 22 
electrodes with a sampling rate of 250 Hz. During the experimental trials, nine sub-
jects (denoted as S1, S2, S3, S4, S5, S6, S7, S8, and S9) were asked to perform four MI 
tasks, i.e., left hand, right hand, feet and tongue MI-based tasks. 576 trials were col-
lected per subject. In a similar manner to Dataset 1, we randomly select two subjects 
to form source/target pairs, resulting in a total of C2

9 = 36 domain adaptation tasks. 
By exchanging the source/target pairs, we generate another set of 36 domain adapta-
tion tasks. In total, we obtain 72 domain adaptation tasks for analysis and evaluation.

(9)min
f

LS + �1 · LM + �2 · LD + �3 · LE .
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For both Dataset 1 and Dataset 2, the interval of [0.5, 3] seconds after the cue of each 
trial were used in our experiment. To preprocess the EEG signals, we applied a fifth-
order Butterworth filter to bandpass filter EEG signals between 8Hz and 30Hz for two 
datasets. This step aims to retain relevant frequency components associated with MI 
tasks.

Experimental setting

We conduct a comprehensive comparison of the proposed ADFR framework with sev-
eral baseline methods and state-of-the-art domain adaptation approaches, including:

• Shallow ConvNet (EEG_ConvNet) [36]
• Subspace Alignment (SA) [30]
• Transfer Component Analysis (TCA) [47]
• Transfer Joint Matching (TJM) [48]
• Deep Domain Confusion (DDC) [49]
• Deep Correlation Alignment (D_CORAL) [50]
• Our proposed ADFR framework.

In the experiment, SA, TCA and TJM belong to shallow domain adaptation methods. 
For a fair comparison, we utilize the deep features learned from EEG_ConvNet as input 
for these comparison methods. We employ k-Nearest Neighbor (kNN) as the base 
classifier for these methods. Moreover, we determine the optimal value of k through a 
5-fold cross-validation strategy, considering values ranging from 1 to 10. It is important 
to mention that EEG_ConvNet serves as the network backbone for all the comparison 
methods. The detailed architecture of EEG_ConvNet is illustrated in Table 1.

Additionally, DDC, D_CORAL and ADFR are deep domain adaptation methods. For 
these three comparison methods, we utilize the raw EEG data as input. Regarding the 
TCA, DDC and ADFR, we employ Radial Basis Function (RBF) kernel 
k
(

xi, xj
)

= e−�xi−xj�
2
/σ for all tasks. We set the kernel width σ with the median squared 

distances between training instances [43]. For DDC, the trade-off parameter � balances 
domain matching loss and supervised loss. We gradually update it from 0 to 1 during 
training through the function � = 2

1+exp (−ηp) − 1 [42]. Here, p denotes the training pro-

Table 1 Architecture of the network backbone (EEG_ConvNet)

Block Layer # of filters size stride

Input Reshape (1, channel, time)

Temporal Conv2D 40 (1, 25) (1, 1)

Spatial Conv2D 20 (channel, 1) (1, 1)

Normalization BN

Activation Square

Pooling AvgPool2D (1, 75) (1, 15)

Activation Log

Rearrange Flatten

Classification Linear

Softmax
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gress linearly changes from 0 to 1 and η = 10 . Moreover, we employ the same setting for 
the parameters �1 in ADFR. For the instance-based discriminative loss, we set the 
parameters �2 , d1 and d2 to 0.01, 0 and 100, respectively. For entropy minimization loss, 
the parameter �3 is set to 0.01. For EEG_ConvNet, DDC, D_CORAL and ADFR, the 
learning rate is set to 1e − 3 . Besides, the batch size is set to 72.

Results on dataset 1

Table 2 lists the classification performance obtained by seven comparison methods on 
Dataset 1. The highest classification results for each subject are highlighted in bold. 
Based on the experimental results from all four datasets, we can make the following 
observations. When deep features are used as input, the shallow domain adaptation 
methods, i.e., SA, TCA, and TJM, generally surpass the baseline method EEG_Con-
vNet in most cases. However, in certain instances, such as when subject av serves as the 
source domain and subject aa as the target domain, the baseline method EEG_ConvNet 
outperforms the domain adaptation method TCA. We attribute this discrepancy to the 
fine-tuning procedure employed by EEG_ConvNet, which allows it to benefit from addi-
tional optimization steps. In general, the experimental results demonstrate that deep 
domain adaptation methods can obtain better classification performance than shallow 
domain adaptation methods. This observation confirms the advantages of integrating 
domain adaptation strategies with deep neural networks, resulting in improved transfer 
learning performance. It is notably that our ADFR framework achieves best classification 

Table 2 Classification accuracies of comparison methods on Dataset 1

Bold values indicate statistically significant results (p < 0.05)

Tasks Comparison Methods

EEG_ConvNet SA TCA TJM DDC D_CORAL ADFR

aa/al 0.8964 0.9000 0.9107 0.9179 0.9179 0.9214 0.9393
aa/av 0.5107 0.5250 0.5321 0.5571 0.5679 0.5714 0.6107
aa/aw 0.7929 0.8071 0.8179 0.8321 0.8964 0.9000 0.9143
aa/ay 0.6036 0.6179 0.6393 0.6429 0.7679 0.7750 0.8179
al/aa 0.5893 0.6964 0.7179 0.7250 0.8321 0.8464 0.8643
al/av 0.5500 0.5964 0.6107 0.6071 0.6071 0.6107 0.6393
al/aw 0.7714 0.8393 0.8571 0.8643 0.9143 0.9036 0.9500
al/ay 0.7821 0.8464 0.8607 0.8536 0.8643 0.8714 0.8964
av/aa 0.6321 0.6321 0.6214 0.6393 0.6857 0.6607 0.7000
av/al 0.5964 0.6250 0.6500 0.6607 0.6679 0.6750 0.7071
av/aw 0.5250 0.5286 0.5964 0.6107 0.6857 0.7071 0.7429
av/ay 0.5536 0.5893 0.6321 0.6571 0.6750 0.6679 0.7000
aw/aa 0.6357 0.6393 0.7000 0.7071 0.7179 0.7429 0.7750
aw/al 0.8714 0.8929 0.8893 0.8964 0.8964 0.9071 0.9179
aw/av 0.5286 0.5286 0.5464 0.5500 0.5536 0.5857 0.6321
aw/ay 0.6393 0.7143 0.7786 0.7857 0.7964 0.8143 0.8357
ay/aa 0.5107 0.5143 0.5393 0.5429 0.5464 0.5536 0.5857
ay/al 0.6857 0.7607 0.7821 0.7964 0.8679 0.8893 0.9071
ay/av 0.5071 0.5714 0.5786 0.5857 0.5714 0.5893 0.6179
ay/aw 0.5107 0.5679 0.5714 0.5897 0.6500 0.6750 0.7143
Avg. 0.6346 0.6696 0.6916 0.7011 0.7341 0.7434 0.7734
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performance compared to other comparison methods across all tasks on Dataset 1. The 
promising results may be attributed to the fact that our ADFR not only learns the shared 
and discriminative feature representations but also allows the model to adaptively pass 
through the low-density regions of the target EEG data. These results further demon-
strate that domain alignment and discriminative feature learning are insufficient to fully 
eliminate distribution divergence between two domains. The lack of supervisory infor-
mation of target domian can lead to the learned classifier being biased toward the source 
domain.

Specifically, the proposed ADFR framework achieves an average classification accu-
racy of 76.48%. Notably, ADFR can achieve better classification performance than other 
comparison methods across all tasks. Compared to the baseline method EEG_ConvNet 
and the competitive method D_CORAL, ADFR shows an absolute increase in average 
classification accuracy by 13.88% and 3.00%, respectively. Additionally, ADFR outper-
forms the shallow domain adaptation methods SA, TCA and TJM by average of 10.38%, 
8.18% and 7.23%, respectively. These results demonstrate the effectiveness of the fine-
tuning procedure for promoting feature alignment and discriminative feature learning. 
Furthermore, in comparison to the deep domain adaptation method DDC, ADFR shows 
a 3.93% improvement in average accuracy. The above experimental results verify the 
EEG decoding ability of the proposed ADFR framework, which can jointly adapt the fea-
ture representations and classifier.

To gain a better visualization of the learned features by our ADFR framework, we visu-
alize the deep feature representations using t-SNE embeddings method [42]. Without 
loss of generality, the first domain adaptation task (aa/al) was selected, and their deep 
features were visualized as obtained by the baseline method EEG_ConvNet, the deep 
domain adaptation methods DDC, D_CORAL, and the proposed ADFR. To enhance 
feature visualization, we adopt distinct colors to indicate features from different classes. 
As illustrated in Fig. 4, it is evident that the deep features of different categories learned 
by EEG_ConvNet tend to mix together. By considering domain alignment, domain adap-
tation methods DDC and D_CORAL demonstrate improved discriminative feature 
learning. However, the points located near the edges of the clusters are still prone to be 
misclassified. Notably, the feature representations learned by the proposed ADFR exhibit 
more separation compared to the other comparison methods. The feature visualization 
results verify the benefit of transferable feature learning schemes of ADFR. The above 
promising experimental results verify the EEG decoding ability of our ADFR framework, 
which integrates distribution divergence minimization regularization, discriminative 
feature learning regularization and low-density separation regularization. The syner-
gistic learning between these regularizations during the training process enhances EEG 
decoding performance across subjects.

Results on dataset 2

Figures 5a–i illustrate the classification results of seven comparison methods across 72 
tasks on Dataset 2. From Fig. 5, it can be seen that deep domain adaptation methods 
consistently achieve higher classification accuracies than shallow methods, particularly 
on the target subjects S3, S7, S8 and S9. In addition, ADFR outperforms other deep 
domain adaptation methods in almost all cases. For domain adaptation tasks, such as 
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S3/S4, S6/S5 and S8/S5, TJM demonstrates better classification performance. By jointly 
matching the distribution between two domains and reweighting the source sam-
ples, TJM can effectively select the relevant source data, thereby reducing the domain 
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differences. Overall, our proposed ADFR framework consistently outperforms EEG_
ConvNet in terms of classification accuracy across all tasks. Furthermore, compared to 
the domain adaptation methods SA, DDC and D_CORAL, ADFR yielded the highest 
classification accuracy for 71 out of 72 tasks. Additionally, ADFR outperformed TJM 
and TCA in 69 and 68 out of 72 domain adaptation tasks on Dataset 2, respectively.

To provide a more comprehensive comparison, we present the average classification 
accuracies of all 72 tasks for each comparison methods, as shown in Fig. 6. As observed, 
ADFR shows a 10.3% improvement in average classification accuracy than the baseline 
method EEG_ConvNet. In comparison to the most competitive method D_CORAL, 
ADFR shows a 2.12% improvement in average classification accuracy. These promis-
ing results verify the effectiveness of the proposed ADFR in considering distribution 
matching, discriminative feature learning, and low-density separation. Furthermore, the 
experimental results highlight that simultaneously adapting feature representations and 
classifier can significantly enhance the transferable feature learning capabilities in cross-
subject EEG decoding.

Empirical analysis

To assess the statistical significance of the results, the pairwise two-tailed t-tests were 
employed to identify the significant differences between the results of our ADFR method 
and other comparison methods. The results of statistical tests for 20 and 72 tasks from 
Dataset 1 and Dataset 2 are summarized in Table 3. In the experiment, the significance 
level of 0.05 was applied to all statistical tests, with p-values under 0.05 highlighted in 
bold. The results indicate that for all cases, we can reject the null hypothesis with a 95% 
confidence level. This indicates that the proposed ADFR framework significantly outper-
forms the remaining methods with a significance level of 0.05.

Fig. 6 Average classification accuracies of comparison methods on Dataset 2

Table 3 Statistical significance comparisons of accuracies between ADFR and other methods

Bold values indicate statistically significant results (p < 0.05)

Datasets ADFR 
vs. EEG_
ConvNet

ADFR vs. SA ADFR vs. TCA ADFR vs. TJM ADFR vs. DDC ADFR vs. D_CORAL

Dataset 1 6.33E-09 8.74E-08 5.09E-07 2.10E-06 1.55E-08 2.70E-07
Dataset 2 6.49E-19 5.88E-17 9.34E-17 5.25E-15 9.13E-24 7.96E-22
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We further conducted the experiments to evaluate the influence of hyper-parameters 
�1 , �2 and �3 on the classification performance of the proposed ADFR, as presented in 
Fig.  7. Due to space limitations, we conducted experiments on domain adaptation 
tasks S3→ S1 and S8→S3. In the experiment, we fixed one parameter and changed 
another to observe the classification results of ADFR. In Fig.  7a, we fixed hyper-
parameters �2 and �3 as 0.01 and 0.1, and vary the hyper-parameters �1 from the set 
{0.01, 0.05, 0.1, 0.5, 1, 3, 5} . In Fig. 7b, we fixed hyper-parameters �1 and �3 as 1 and 0.1, 
and vary the hyper-parameters �2 from the set {0.001, 0.005, 0.01, 0.02, 0.05, 0.1, 1} . In 
Fig. 7c, we fixed hyper-parameters �1 and �2 as 1 and 0.01, and vary the hyper-parame-
ters �3 from the set {0.005, 0.01, 0.02, 0.05, 0.1, 0.5, 1} . When �2 = 0.01 and �3 = 0.1 , with 
the increase of �1 , the test accuracies are enhanced accordingly, demonstrating that max-
imum mean discrepancy regularization brought gains to the classification results. As �1 
continues to increase, the average test accuracy degrades, which means that ignoring 
other losses may undermine the classification performance. We can observe the similar 
phenomena for parameters �2 and �1 . Generally, ADFR demonstrates stable classification 
performance across different parameter settings. These findings highlight the robustness 
and effectiveness of ADFR.

Discussion
The proposed ADFR framework integrates MMD regularization, IDFL regularization, 
and EM regularization to ensure that the learned model fits the target EEG data as well 
as possible. The MMD measurement requires estimation of the means of both source 
and target EEG features, which might be highly inaccurate when the available data is 
limited. Nevertheless, the experimental results demonstrated that our proposed method 
can achieve superior classification performance even using a single source subject 
through the synergistic learning between three regularizations. To further enhance EEG 
decoding performance, future work will aim to incorporate multiple available source 
subjects (as demonstrated in [31, 32], where the negative impact of inaccurate MMD 
measurement can be mitigated).

Another issue to discuss is the use of IDFL regularization in our objective func-
tion. The discriminative feature learning strategy requires supervisory information 
when applied to the target subject. Existing methods typically rely either on pseudo-
labels generated by the source model [51] or on a small amount of labeled calibration 
data from the target subject [52]. However, the source model may generate erroneous 
pseudo-labels due to the significant domain shift between source and target subjects. 
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These unreliable pseudo-labels for target EEG data can disrupt model training, ulti-
mately degrading the classification performance for target subjects. Additionally, the 
absence of labeled target calibrated EEG data may render adaptive methods ineffec-
tive in certain scenarios. In the absence of supervisory information, our method seeks 
to enhance the discriminative capability of the source EEG feature representations. 
This improvement in source feature discriminability facilitates the increased discrimi-
nability of target EEG features through the feature alignment strategy (i.e., MMD 
regularization).

Regarding the EM regularization, it is more commonly employed in semi-super-
vised learning [53] and the increasingly popular test-time adaptation problems [54]. A 
common practice in test-time adaptation is to disregard the data used during training, 
primarily due to high memory requirements and concerns over privacy leakage. How-
ever, training data serve as the only source of supervision, and the absence of train-
ing data can significantly impact the effectiveness of adaptation [55]. In this study, 
we innovatively introduced EM regularization into domain adaptation, significantly 
enhancing the performance of cross-subject EEG decoding.

Conclusions
In this study, we introduce a novel adaptive deep feature representation framework 
termed ADFR, aiming to facilitate cross-subject EEG decoding. ADFR can adaptively 
learn transferable EEG feature representations by simultaneously manipulating the 
EEG data and the classifier. ADFR integrates three key components: maximum mean 
discrepancy regularization, instance-based discriminative feature learning regulari-
zation and entropy minimization regularization. By employing maximum mean dis-
crepancy regularization, the proposed ADFR can reduce the distribution gap between 
the source and target subjects. Then, the instance-based discriminative feature learn-
ing regularization makes the learned feature representation more discriminative. 
We further utilize the entropy minimization regularization to adjust the classifier to 
pass through the low-density region between clusters. The comprehensive experi-
mental results on publicly available EEG datasets demonstrated that ADFR can yield 
improved classification performance than comparison methods.

The proposed ADFR demonstrates a substantial increase in classification accuracy 
across the majority of tasks. However, for a few subjects, the observed improvement 
was less pronounced. This could be attributed to the fact that directly using all the 
source data for domain adaptation may be ineffective since not all source EEG data 
are relevant to the target subject. The finding indicates the necessary of selecting rel-
evant source EEG data in domain adaptation scenarios to enhance the EEG decoding 
performance for target data. Future research may develop a selective transfer learn-
ing strategy to adaptively identify the related source EEG data, which may further 
enhance the target EEG decoding performance.
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