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ABSTRACT
In this paper, we present a novel deep neural network, termed
Parallel Reverse Attention Network (PraNet), for the task of auto-
matic polyp segmentation at MediaEval 2020. Specifically, we first
aggregate the features in high-level layers using a parallel partial
decoder (PPD). Based on the combined feature, we then generate a
global map as the initial guidance area for the following compo-
nents. In addition, we mine the boundary cues using the reverse
attention (RA) module, which is able to establish the relationship
between areas and boundary cues. Thanks to the recurrent coop-
eration mechanism between areas and boundaries, our PraNet is
capable of calibrating misaligned predictions, improving the seg-
mentation accuracy and achieving real-time efficiency (∼30fps) on
a single NVIDIA GeForce GTX 1080 GPU.

1 INTRODUCTION
Aiming at developing computer-aided diagnosis systems for auto-
matic polyp segmentation, and detecting all types of polyps (i.e., ir-
regular polyps, smaller or flat polyps) with high efficiency and accu-
racy, Medico Automatic Polyp Segmentation Challenge 20201 [10]
benchmarks semantic segmentation methods for segmenting polyp
regions in colonoscopy images on a publicly available dataset, em-
phasizing robustness, speed, and generalization. Following the pro-
tocols of this challenge, we participate two required sub-tasks in-
cluding (i) Polyp segmentation task and (ii) Algorithm efficiency
task, more task descriptions refer to the challenge guidelines.

Recent years have witnessed promising progress in addressing
the task of automatic polyp segmentation using traditional [12, 16]
and deep learning based [1, 2, 7, 13, 20, 21] methods. However, there
are three core challenges in this field, including (a) the polyps often
vary in appearance, e.g., size, color and texture, even if they are of
the same type; (b) in colonoscopy images, the boundary between
a polyp and its surrounding mucosa is usually blurred and lacks
the intense contrast required for segmentation approaches; (c) the
practical applications of existing algorithms are hindered by their
low performance and efficiency.

Based on these observations, we develop a real-time and ac-
curate framework, termed Parallel Reverse Attention Network
(PraNet2), for the automatic polyp segmentation task. As can be
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Figure 1: Pipeline of our PraNet, which consists of three re-
verse attention (RA) modules with a parallel partial decoder
(PPD) connection. Please refer to § 2 for more details.

seen from Fig. 1, PraNet utilizes a parallel partial decoder (see §
2.1) to generate a high-level semantic global map and a set of re-
verse attention modules (see § 2.2) for accurate polyp segmentation
from the colonoscopy images. All components and implementation
details will be elaborated as follows.

2 APPROACH
2.1 Parallel Partial Decoder (PPD)
Current popular medical image segmentation networks usually
rely on a U-Net [15] or a U-Net shaped network (e.g., U-Net++ [26],
ResUNet [25], etc). These models are essentially encoder-decoder
frameworks, which typically aggregate all multi-level features ex-
tracted from convolutional neural networks (CNNs). As demon-
strated by Wu et al. [19], compared with high-level features, low-
level features demand more computational resources due to their
larger spatial resolutions, but contribute less to performance. Mo-
tivated by this observation, we propose to aggregate high-level
features with a parallel partial decoder component. More specif-
ically, for an input polyp image 𝐼 with size ℎ × 𝑤 , five levels of
features {f8 , 𝑖 = 1, ..., 5} with resolution [ℎ/2:−1,𝑤/2:−1] can be
extracted from a Res2Net-based [8] backbone network. Then, we
divide f8 features into low-level features {f8 , 𝑖 = 1, 2} and high-level
features {f8 , 𝑖 = 3, 4, 5}. We introduce the partial decoder 𝑝3 (·) [19],
a new state-of-the-art (SOTA) decoder component, to aggregate the
high-level features with a paralleled connection. As shown in Fig.
1, the partial decoder feature is computed by PD = 𝑝3 (𝑓3, 𝑓4, 𝑓5),
and we can obtain a global map S6 .

https://multimediaeval.github.io/editions/2020/tasks/medico/
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2.2 Reverse Attention (RA)
In a clinical setting, doctors first roughly locate the polyp region,
and then carefully inspect local tissues to accurately label the polyp.
As discussed in § 2.1, our global map S6 is derived from the deepest
CNN layer, which can only capture a relatively rough location of the
polyp tissues, without structural details (see Fig. 1). To address this
issue, we propose a principle strategy to progressively mine discrim-
inative polyp regions by erasing foreground objects [3, 18]. Instead
of aggregating features from all levels like in [9, 22, 23], we propose
to adaptively learn the reverse attention in three parallel high-
level features. In other words, our architecture can sequentially
mine complementary regions and details by erasing the existing es-
timated polyp regions from high-level side-output features, where
the existing estimation is up-sampled from the deeper layer.

Specifically, we obtain the output reverse attention features 𝑅8
by multiplying (element-wise ⊙) the high-level side-output feature
{𝑓8 , 𝑖 = 3, 4, 5} by a reverse attention weight 𝐴8 , as follows:

𝑅8 = 𝑓8 ⊙ 𝐴8 . (1)

The reverse attention weight 𝐴8 is de-facto for salient object detec-
tion in the computer vision community [3, 24], and can be formu-
lated as:

𝐴8 = ⊖(𝜎 (P(𝑆8+1))), (2)
where P(·) denotes an up-sampling operation, 𝜎 (·) is the Sigmoid
function, and ⊖(·) is a reverse operation subtracting the input from
matrix E, in which all the elements are 1. Fig. 1 (RA) shows the
details of this process. It is worth noting that the erasing strategy
driven by the reverse attention can eventually refine the imprecise
and coarse estimation into an accurate and complete prediction
map.

3 EXPERIMENTS
3.1 Learning Strategies
We use a hybrid loss function in the training process, which is
defined as L = LF

�>*
+ LF

���
, where LF

�>*
and LF

���
represent

the weighted Intersection over Union (IoU) loss and binary cross
entropy (BCE) loss for the global restriction and local (pixel-level)
restriction. The definitions of these losses are the same as in [14, 17]
and their effectiveness has been validated in the field of salient
object detection. Here, we adopt deep supervision for the three
side-outputs (i.e., 𝑆3, 𝑆4, and 𝑆4) and the global map 𝑆6 . Each map
is up-sampled (e.g., 𝑆D?3 ) to the same size as the ground-truth map
𝐺 . Thus the total loss for the proposed PraNet can be formulated
as: LC>C0; = L(𝐺, 𝑆D?6 ) +∑8=5

8=3 L(𝐺, 𝑆D?
8

).

3.2 Evaluation Metrics
We employ the metrics widely used in the medical segmentation
field, including mean IoU (mIoU or Jaccard index), Dice coefficient,
recall, precision, acccuracy and frame per second (FPS) for a com-
prehensive evaluation.

3.3 Implementation Details and Datasets
We randomly split the whole Kvaris-SEG3 [11] into a training set
(900 images) and validation set (100 images). Note that we do not
3https://datasets.simula.no/kvasir-seg/

Table 1: Quantitative results for both the polyp segmenta-
tion (task 1) and algorithm efficiency (task 2) on a single
NVIDIA GeForce GTX 1080 GPU of Medico Automatic Polyp
Segmentation Challenge 2020.

Team Name Jaccard DSC Recall Precision Accuracy F2 FPS

IIAI-Med 0.761 0.839 0.830 0.901 0.960 0.828 29.87

use any extra data in this challenge. All the inputs of our model
are uniformly resized to 352 × 352 and we augment all the train-
ing images using multiple strategies, including random horizontal
flipping, rotating, color enhancement and border cropping. Param-
eters of the Res2Net-50 [8] backbone are initialized from the model
pre-trained on ImageNet [4]. Other parameters are initialized us-
ing the default PyTorch settings. The Adam algorithm is used to
optimize our model, and it is accelerated by an NVIDIA TITAN
RTX GPU. We set the initial learning rate is 1e-4 and divide it by 10
every 50 epochs. It takes about 40 minutes to train the model with
a mini-batch size of 26 over 100 epochs. Our final prediction map
𝑆? is generated by 𝑆3 after a Sigmoid function. The testing dataset
consists of 160 polyp images provided by organisers. Our code can
be found at https://github.com/GewelsJI/MediaEval2020-IIAI-Med.

3.4 Results and Analysis
Without any bells and whistles, such as extra training data or a
model ensemble, we introduce a new training scheme for addressing
the polyp segmentation challenge based on the previous work [5].
For more hyper-parameters and data augmentation settings refer
to § 3.3. In the submission phase, we train our model on the Kvasir-
SEG dataset [11] and submit the inference results only once. Tab.
1 reports the quantitative results of our approach on sub-task 1,
which achieve a very high performance (Precision=0.901 and Ac-
curacy=0.960 on test set). Meantime, PraNet also runs at ∼30fps
on a single NVIDIA GeForce GTX 1080 GPU, demonstrating its
simplicity and effectiveness. As a robust, general, and real-time
framework, PraNet can help facilitate future academic research and
computer-aided diagnosis for automatic polyp segmentation.

4 CONCLUSION
Automatic polyp segmentation is a challenging problem because
of the diversity in appearance at polyps, complex similar environ-
ments, and require high accuracy and inference speed. We have
presented a novel architecture, PraNet, for automatically segment-
ing polyps from colonoscopy images. PraNet efficiently integrates
a cascaded mechanism and a reverse attention module with a par-
allel connection, which can be trained in an end-to-end manner.
Another advantage is that PraNet is universal and flexible, meaning
that more effective modules can be added to further improve the
accuracy. We hope this study will offer the community an oppor-
tunity to explore more powerful models for related topics such as
lung infection segmentation [6], or even on upstream tasks such as
video-based understanding.

https://datasets.simula.no/kvasir-seg/
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