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ABSTRACT
This paper presents the approach developed by the Media Verifica-
tion (MeVer) team to tackle the task of FakeNews: Coronavirus and
5G conspiracy at the MediaEval 2020 Challenge. We build a two-
stage classification approach based on ensemble learning of multi-

https://huggingface.co/transformers/model_doc/bert.html
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Figure 1: Our proposed pipeline for tackling the challenge of Corona virus and 5G conspiracy

Table 1: Summary of the training samples used to build the
respective models

Label 𝐶𝐿8 𝐶𝐿<D;C8 𝐶𝐿2>=B?

5G conspiracy 1847 712 712
Other conspiracy 712 712
Non-conspiracy 1847 712 -

In the second step, the predictions of Non-conspiracy are consid-
ered as final predictions without further processing while the Con-
spiracy tweets are further processed to distinguish 5G-conspiracy
from Other-conspiracy. In this step, two additional models are trained
focusing on the detection of 5G-conspiracy tweets. The first, 𝐶𝐿5 1,
is a three-class model (1: 5G-conspiracy, 2: Other-conspiracy and 3:
Non-conspiracy) trained using random samples from the majority
classes and the total number of minority class samples (Other-
conspiracy). The other model, 𝐶𝐿5 2, is a binary classifier trained
on the two Conspiracy classes. The final decision is taken if 𝐶𝐿5 1 =
𝐶𝐿5 2 = 1 = 5G-conspiracy. In any other case, the tweet is labeled as
Other-conspiracy.

3.1 Implementation details
For tokenization, we employ bert-base-uncased of BertTokenizer
applied to the text of the tweets. The text is limited to 160 tokens
as input to the network. Considering that the maximum tweet
length is 280 characters, it is most likely that the entire text is
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