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Preface

This year we organized the 17th ICOST conference, an event which has succeeded in
bringing together a community from different continents for over a decade and half and
raised awareness about frail and dependent people’s quality of life in our societies.

After 16 very successful conferences held in France (2003, 2009, 2017), Singapore
(2004, 2013, 2018), Canada (2005, 2011), Northern Ireland (2006), Japan (2007), USA
(2008, 2014), Korea (2010), Italy (2012), Switzerland (2015), and China (2016), we
decided to open the conference to public health experts and tackle emerging challenges
related to AI technologies for health and well-being. This 17th edition of the Inter-
national Conference on Smart Living and Public Health (ICOST 2019), was hosted by
the College of Global Public Health at New York University (NYU) and the New York
Academy of Medicine (NYAM) in New York City, USA, during October 14–16, 2019.
The theme of the conference this year was “How Does AI Impact Urban Living and
Public Health?”

ICOST 2019 provided a premier venue for the presentation and discussion of
research in the design, development, deployment, and evaluation of AI for health, smart
urban environments, assistive technologies, chronic disease management, and coaching
and health telematics systems. ICOST 2019 aimed to understand and assess how
research impacts public health policies when facing emerging social and economic
challenges. ICOST 2019 brought together stakeholders from health care, public health,
academia and industry along with end users and family caregivers to explore how to
utilize technologies to foster health prevention, independent living, and offer an
enhanced quality of life. The ICOST 2019 conference featured a dynamic program
incorporating a range of technical, clinical, and industrial related keynote speakers, oral
and poster presentations, along with demonstrations and technical exhibits. Specific use
cases were presented, such as the PULSE European funded project aiming at accel-
erating the use and vision of Big Data by designing a system to exploit Big Data Value
(BDV) in the public health sector. PULSE (Participatory Urban Living for Sustainable
Environments) is incorporating several major cities as test beds: Barcelona (Spain),
New York City (USA), Paris (France), Birmingham (United Kingdom), Singapore,
Keelung (Taiwan) and Pavia (Italy).

ICOST 2019 was proud to extend its hospitality to an international community
consisting of researchers from major universities and research centers, representatives
from industry and users from 13 different countries. We would like to thank the authors
for submitting their current research work and the Program Committee members for
their commitment to reviewing submitted papers. The ICOST proceedings have now
reached over 150,000 downloads, and are in the top 25% of downloads of
Springer LNCS.



We were very pleased to host world-renowned keynote speakers from multiple
backgrounds coming from all over the world. We are extremely thankful to our
sponsors for their commitment and support to the vision and mission of ICOST.

October 2019 José Pagán
Mounir Mokhtari
Hamdi Aloulou

Bessam Abdulrazak
María Fernanda Cabrera

vi Preface
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Privacy and Security of IoT Based
Healthcare Systems: Concerns, Solutions,

and Recommendations

Ibrahim Sadek1(B), Shafiq Ul Rehman2, Josué Codjo3,
and Bessam Abdulrazak3

1 Faculty of Engineering, Biomedical Engineering Department,
Helwan University, Cairo, Egypt

ibrahim ibrahim@h-eng.helwan.edu.eg
2 ST Electronics-SUTD Cyber Security Laboratory,

Singapore University of Technology and Design, Singapore, Singapore
3 Département d'Informatique, Faculté des sciences,

Université de Sherbrooke (UdeS), Sherbrooke, Canada

Abstract. Although emerging IoT paradigms in sleep tracking have a
substantial contribution to enhancing current healthcare systems, there
are several privacy and security considerations that end-users need to
consider. End-users can be susceptible to malicious threats when they
allow permission to potentially vulnerable or leaky third-party apps.
Since the data is migrated to the cloud, it goes over insecure commu-
nication channels, all of which have their security concerns. Moreover,
there are alternative data violation concerns when the data projects into
the proprietor’s cloud storage facility. In this study, we present some of
the existing IoT sleep trackers, also we discuss the most common features
associated with these sleep trackers. As the majority of end-users are not
aware of the privacy and security concerns affiliated with emerging IoT
sleep trackers. We review existing solutions that can apply to IoT sleep
tracker architecture. Also, we describe a deployed IoT platform that can
address these concerns. Finally, we provide some of the recommendations
to end-users and service providers to ensure a safer approach while lever-
aging the IoT sleep tracker in caregiving. This incorporates recommen-
dations for software updates, awareness programs, software installation,
and social engineering.

1 Introduction

The 2019 “World Economic Forum” global risk report1 has nominated cyber
attacks and data breaches as the fourth and fifth deliberate risks facing the
world today. It is the second year in a row that these threats feature in the top
five list of risks. Healthcare, among others, was offended with more cybersecu-
rity breaches, in which several situations can lead to these breaches, for example,
1 World Economic Forum. The Global Risks Report 2019. Retrieved May 29, 2019,

from https://www.weforum.org/reports/the-global-risks-report-2019.

c© The Author(s) 2019
J. Pagán et al. (Eds.): ICOST 2019, LNCS 11862, pp. 3–17, 2019.
https://doi.org/10.1007/978-3-030-32785-9_1
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credential-stealing malware, an insider who either systematically or accidentally
unveils patient data, or lost laptops or other mobile devices. On the illegal mar-
ket, “Protected Health Information” (PHI) is more important than credit card
credentials or even personally identifiable information. Hence, there is a higher
motivation for cybercriminals to target medical databases, and so they can sell
the PHI or adapt it for their benefits.

Throughout the world, healthcare challenges can exist in different shapes and
forms. Subsequently, this presents tremendous pressure on the current system.
Even though every society faces various demands and encounters several effects,
it is still practicable to determine the overall global risk to current healthcare
systems. These demands are a fundamental starting point for the work ahead.
Population aging, the prevalence of chronic diseases, shortage of healthcare spe-
cialists, and the unpredictable rise of healthcare costs, among other reasons,
are the considerable challenges facing today’s healthcare systems. For dealing
with these issues, public and private sector players should collaborate to find
more innovative and affordable methods that can be deployed in out-of-hospital
environments [14]. Healthcare IoT based systems are multiples and vary from
wearable to mobile sensors going through actuators, that acquire patient biosig-
nals, motion, or contextual information. Amongst those systems, we have Zio
Patch depicted in [24] which measures heart rate and electrocardiogram (ECG)
and Myo [9] which is a motion controller used in orthopedics for patients who
need to exercise after a fracture. None of the above performs in multiple infor-
mation gathering. Therefore, we have systems, which can combine biosignals,
motion, and contextual information such as sleep trackers.

In this paper, we focus on sleep tracking as a significant vector of quality of
life. Sleep is crucial to our health and sleep disorders can often be a symptom of
a disease; or likewise may be a signal of a subsequent illness such as depression.
As a result, assessment of sleep is a fundamental component of any health check.
Understanding cardiovascular and respiratory systems are essential for analyzing
sleep and sleep cycles. This is because the active processes in the human body
are different in sleep and wakefulness.

Nowadays, we can render the Internet of Things (IoT) and Cloud services
to improve access to caregiving by remotely strengthen the quality of caregiving
and above all cut down the cost of caregiving. As different sleep trackers, i.e.,
IoT devices are used to collect the user data and transfer it to the cloud. The
collected data is later being analyzed by sleep experts to enhance these devices
for better results. According to the “ABI Research” report2 currently, there are
over 10 billion wirelessly connected IoT devices, and by 2020, the number will
exceed 30 billion devices. Some of these devices will fall within the category of
sleep-tracking devices. Nevertheless, these emerging technologies are vulnerable
to adversarial attacks because of their design. The data breach can have severe
consequences both on individual users and the company’s reputation. Moreover,

2 ABI Research. Over 30 Billion Devices Will Wirelessly Connect to the Internet of
Everything in 2020. Retrieved May 29, 2019, from https://www.abiresearch.com/
press/more-than-30-billion-devices-will-wirelessly-conne/.

https://www.abiresearch.com/press/more-than-30-billion-devices-will-wirelessly-conne/
https://www.abiresearch.com/press/more-than-30-billion-devices-will-wirelessly-conne/
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compromised IoT sleep tracking devices can allow intruders to monitor the user’s
private lives actively.

The main contribution of this study is to highlight the privacy and security
concerns of IoT sleep trackers and provide an insight into how precise mech-
anisms or approaches can be applied to prevent or mitigate such adversarial
attempts. We anticipate this research to guide future researchers to use and
apply specific solutions for IoT in healthcare problems based on the proposed
approaches and mechanisms by security experts.

The rest of the paper is organized as follows: IoT sleep trackers and their
types are described in Sect. 2. We state the security and privacy issues that are
associated with IoT sleep trackers in Sect. 3. We present some existing solutions
in Sect. 4, then we depict an IoT based case study in Sect. 5, while we mention
the recommendations in Sect. 6. We outline the conclusion in Sect. 7.

2 IoT Sleep Trackers

The healthcare system desperately needs reform to rein in costs, improve quality,
and expand access. Medical diagnosis consumes a large part of hospital bills.
Technology can move medical check routines from a hospital (hospital-centered)
to the home (home-centered) of the patient. A new paradigm, known as the
IoT, widely applies in many areas, including healthcare. The full application
of this paradigm in healthcare is a mutual hope, as it enables medical centers
to function more efficiently and patients to receive better treatment. There are
unique benefits with the use of this technology that could improve the quality
and efficiency of treatments and thus improve patient health.

IoT technology permits and facilitates remote monitoring of patients who
do not have ready access to adequate health monitoring. Likewise, it helps to
thoroughly reduce costs and promote health by increasing the availability and
quality of care [12]. The IoT is a network of smart devices and other objects inte-
grated with electronics, software, sensors, and network connectivity that permit
these objects to get and exchange data. The concept of IoT provides health-
care professionals and caregivers to access a patient’s medical history, vitals, lab
results, medical and prescription histories either on-site or remotely via tablets
or smartphones. Patients can be observed and notified from anywhere [9]. We
can use IoT based solutions to record patient health data securely from several
sensors, apply complicated algorithms to analyze the data and then distribute
it through wireless connectivity with medical specialists who can make suitable
health recommendations [21].

Typically, examining a person’s sleep requires an overnight sleep test (Fig. 1)
or polysomnography (PSG) that allows the monitoring of several physiological
functions besides sleep cycles [4,22]. Although the PSG, or as known as the gold
standard for sleep monitoring, provides real-time and accurate information about
sleep, it is cumbersome, expensive, and time-consuming. Thus, the healthcare
community is inquiring novel nonintrusive solutions that can improve the quality
of healthcare for the patient while sustaining the cost of the service provided [19].



https://www.mattressclarity.com/blog/complete-guide-sleep-trackers-apps/
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recent study showed good agreement between EarlySense and the gold standard
PSG for sleep staging [23]. The device provided promising results for sleep apnea
detection [7].

On the one hand, there are some standard features that these sensors claim
to measure, such as heart rate, respiration, sleep and wake-up time, and sleep
interruptions. There are several publications in the existing literature that can
support these claims, as mentioned in [20].

Insufficient publications are available in existing literature that can support
other claims such as sleep efficiency (i.e., the time in bed spent asleep before
waking up), sleep score (i.e., summarizes your night’s sleep quality and quantity
in a single number, it takes your sleep time, sleep efficiency, restfulness, snoring,
and heart rate into account), smart alarm (i.e., to awaken the wearer at an
optimal time within a time-window that ends in the final alarm setting) and sleep
stages. For example, to get accurate results about the different stages of sleep, the
patient should undergo a full-night sleep study or as known as polysomnography
[25]. It seems that Emfit QS is the only device claiming to measure heart rate
variability. Similarity, Withings is claiming to measure a breathing disturbance
metric that can contribute to identifying abnormal sleep patterns such as apneas.
A power supply is required for operating most of these sensors. However, Sleepace
Reston is a battery-powered. It is worth mentioning that these sensors are only
designed to monitor a single person overnight. However, the BeautyRest sleep
tracker comes with two sensors, so couples can independently track their sleep.

Having said that, although the security and privacy feature of these sensors
are essential, most of the end-users might not fully know of weaknesses and
potential risks in their existing devices. Therefore, we present in the ensuing
sections, the security and privacy features associated with existing IoT sleep
trackers.

3 Privacy and Security Concerns

According to Deborah Lupton’s report3, during her Research she found there
are risks associated with data collection (a) from IoT tracking devices such as
devices’ storage, (b) while transmitting it over the network and (c) finally, in the
cloud where data is stored for analyses. The same risk applies to the IoT Sleep
Tracker Architecture, where these devices are being used for collecting data while
users are asleep, later transmitted to cloud via wireless communication.

Sleep tracking devices aid us in practical applications in gaining quality
sleep, thus improving our lives by measuring our heart rates and movements
as described in Sect. 2. However, they can possess severe security and privacy
risks. Since the sleep tracker users can become a victim to malware by down-
loading the insecure third-party apps and thus gives permission to the potential
adversary to access the device remotely, Later, the users operate these sleep
3 The Irish Times. Fitness trackers run into resistance over data security concerns.

Retrieved May 29, 2019, from https://www.irishtimes.com/business/technology/
fitness-trackers-run-into-resistance-over-data-security-concerns-1.3119483.

https://www.irishtimes.com/business/technology/fitness-trackers-run-into-resistance-over-data-security-concerns-1.3119483
https://www.irishtimes.com/business/technology/fitness-trackers-run-into-resistance-over-data-security-concerns-1.3119483
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trackers knowingly or unknowingly in their private places, i.e., home, consider-
ing their devices are secure enough to be compromised. Mostly IoT sleep-tracking
devices communicate over the public networks. As the data is being transferred
to the cloud, the adversary can intercept over the communication channel by
carrying out various attacks such as Botnet, Denial of Service (DoS) and Man
in the Middle (MITM) attacks. Moreover, there are data breach concerns, as
the adversary can remotely access the data stored in the cloud by compromising
it via malicious software. Once the device/storage is hacked, a hacker can gain
the user’s confidential data about sleeping habits such as sleep talking, snoring
sounds, and sensual activities. Such a data breach can have a severe impact on
the user’s reputation. Besides, a hacker can induce the noise by speaking or pro-
ducing some sounds to disturb the user while asleep, which can consequently
result in inadequate sleep.

Fig. 4. An illustration of a sleep-tracking mat as an example of an IoT device in a
medical setting and how an attacker can exploit the several stages of data processing,
i.e., from data acquisition to end-users.

Similarly, there is a risk of data profiling which is defined as “collecting a
person’s behavior and analyzing psychological characteristics to predict or assess
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their ability in a certain sphere or to identify a particular group of people.” This
means the data generated by the sleep tracker devices can be exploited to create
profiles of such device users, which can be afterward used for target advertise-
ments. The reason being that an individual’s data is collected through wirelessly
connected devices means there is a need for advanced measures to ensure the
security and privacy of end-users. Research has shown [1], that because of the het-
erogeneous nature of IoT, it has raised various privacy and security concerns. For
instance, data confidentiality, integrity, availability, user authentication, autho-
rization, and anonymity. Figure 4 depicts the different attack scenarios that can
affect the remote monitoring of sleep.

4 Existing Security and Privacy Solutions

While considering these IoT privacy and security concerns, the researchers and
security experts around the globe from different domains, i.e., academia, indus-
try, and technical backgrounds are attempting to mitigate these flaws in IoT
infrastructure by fulfilling the necessary security and privacy measures as men-
tioned in Sect. 3. Some existing proposed mechanisms that also apply to sleep-
tracker architecture are as follows:

Bruening and Waterman [5] introduced a concept of data tagging to ensure
data privacy while transferring the sensor data over the network. It appends
an additional tag to data transfer to ensure trusted communication, hence can
hide the user’s identity. Similarly, Chatzigiannakis et al. [6] proposed another
approach to preserve user identity, which is known as the zero-knowledge proof
(ZKP). Based on this concept, the sender can show to receive specific properties
of transferred information that can ensure its authenticity without revealing its
identity. Moreover, Henze et al., [11] have examined the clustering technique
known as the k-anonymity model to hide the location of sensor nodes to protect
the sensitive data being transferred over the wireless network (WSN). The idea
behind this is to gather the data from these nodes at different positions without
being easily traced. Furthermore, Google4 proposed a solution that is a part of
the Google cloud platform. Scalability is the main feature of this platform, which
allows connecting the devices, collecting the data, and visualizing them.

Besides, IoT solutions, namely IBM Bluemix Platform offered by IBM, is
an IoT-enabled cloud solution. This platform can be used for the development
of cloud-based applications managing data generated by several sensors and
devices, and it supports secure data transfers.

Moreover, Internet Protocol version 6 (IPv6) [8] is the next-generation Inter-
net protocol, which is being deployed as a communication protocol in the IoT
environment. However, because of its nature, it is vulnerable to DoS attacks [17].
Such vulnerability can interrupt the communication between the nodes in a net-
work. To resolve this problem, the Rule-based mechanism [16] and a lightweight,
encrypted scheme known as Secure-DAD [18] have been proposed by Rehman
4 Google Cloud IoT - Fully managed IoT services — Google Cloud. Retrieved May

29, 2019, from https://cloud.google.com/solutions/iot/.

https://cloud.google.com/solutions/iot/
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and Manickam. The former technique can detect any attempt of the DoS attack,
while a later system can prevent it from occurring. Thus, by deploying such
mechanisms, we can ensure a trusted communication between the IoT nodes in
a heterogeneous environment.

Recently, Dwivedi et al. [10] proposed an IoT framework based on a modified
blockchain model. The authors claim that the proposed framework provides a
solution that is based on advanced cryptographic primitives for IoT data appli-
cations and secure transactions. Also, it can provide anonymity of users over the
blockchain-based network.

To complement, in Sect. 5, we present an IoT-based case study (i.e., AMI-
IoT platform) to show how these security concerns as aforementioned can be
addressed in a real-life scenario.

5 AMI-IoT Deployed Platform

The Ami-lab has been developing several IoT architectures for the past decade
and following; we described how we addressed the previously discussed secu-
rity issues. We have mainly focused on privacy, data profiling, the man-in-the-
middle-attack, data corruption, which can undermine the end-to-end communi-
cation from the environmental nodes to the database. The AMI-IoT platform as
depicted in Fig. 5 is composed of three main components, which are, end-users
environment, network, and cloud architecture. Based on the work of Mendonça
et al. [2], we assume that the three elements, Sensing Approach (SA), Awareness
& Security (AS) and Responsibility & Actions (RA), are essentials to address
the IoT security concerns.

5.1 Sensing Approach (SA)

The SA element is the entry point of the architecture. It ensures data detection
and its migration from environmental nodes to the database. It also represents
the listening state of other components as well as the architecture. At this point,
making sure of the working state of environmental nodes is crucial. Data gathered
by nodes will be sent through a network path built by the node and its peer. This
element is the foundation of IoT architecture, enabling endpoint sleep trackers
and allowing them to submit information through the entire network, giving
the opportunity to experts to process the data. Sleep tracker such as a smart
mat has been used, transmitting data to a node that will serve as a broker and
publish the information. On the other hand, a unique peer will be subscribing
to that broker getting the data in time through a canal. A gateway will be used
to monitor and redirect the traffic from the peer to the smart mat. Nevertheless,
during the SAP, neglecting the user’s privacy, the authenticity of the information
sent, and the security of the database on which information is stored does not
respect the security standards Raza et al. [15]. It’s from this perspective that we
build the same element.
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Fig. 5. Ami-IoT Architecture issues addressed (i. Jamming, Flooding, Phishing, Con-
nection Timed out, Battery, Not responsible, Privacy, Data profiling; ii. The sinkhole,
Man-in-the-middle, Hello Flood, Connection persistence, Packet loss, Botnet; iii. Flood-
ing, Dos, Data stealing, Data loss, Data modification, privacy)

5.2 Awareness and Security (AS)

This element intends to make the system aware of abnormalities and breaches,
which can occur and put the needed security to prevent a possible attack. On
this note, a system cannot be protected if we are not aware of the situations and
the risks surrounding it. Based on that, the Ami-lab will be relying on the three
components of the architecture.

End-User Environment. It regroups all the environmental nodes gathering
the data. This component is the favorite spot of attackers due to the negligence
of users and their compliance with the attacks mentioned previously. This com-
ponent is subject to external attacks and faces issues such as privacy, access,
data profiling. To face those challenges, Ami-lab implemented firewalls Raza et
al. [15] in every node deployed on the end-user side. Those firewalls have been
added, preventing external attacks and allowing just one communication at a
time. Regarding privacy, we concluded that even the node should be identified
by their ID and not the users. Thus, yet if the attacker has the identifier, he
won’t be able to know whose information he has access to. Moreover, rules have
also been applied so that the user will have limited access to the node. It will
restrict phishing attacks, which can compromise the system. Also, all incoming
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connections are blocked, accepting just the one responsible for collecting data.
These techniques lead to securing the End-users environment component.

Cloud Architecture. It represents the core of the Ami-lab system. It’s all the
technologies and methods put together to enable a peer for each environmental
node and the storing in the database. Data corruption, data stealing, data loss,
privacy, data modification are various problems undermining this component.
Ami-lab took some countermeasures such as defining a firewall on each server
composing this part, to restrict intrusion. Every rule is set carefully, to block
every incoming traffics and allowing single traffic from the listener to its peer
(environmental node). Every outgoing traffic is controlled. Self-configuration and
optimization being part of our architecture, everything adapts itself to the new
configuration in our cloud. Thus, we are avoiding “data corruption” and any
other kind of intrusion. We are keeping the use of the environmental node iden-
tifier and data compression to address the privacy issue. It comes to another
concern, the bridge.

Internet (Network). Named in IoT architecture, the weak link, due to its
public nature, it can be subject to many attacks mentioned in the previous sec-
tions. It relates the end-users environment to the cloud environment serving as
a bridge. While an attack cannot reach the first component of the architecture,
there is still a chance to intercept the data while it’s been sent. Then, botnet
attacks, man-in-the-middle attacks, which will block the transaction or worst
prevent data from storing in the database. To avoid this weak point, we cre-
ated a secure tunnel known just by our peers. The Internet will serve to, will be
retrieving the certificates and then establishing a secured channel between the
environmental node and the cloud node. Every communication has been made
to guarantee that each environmental node has its peer and can communicate
just with that peer. In case something happened, it won’t affect the whole sys-
tem since we made them independent. To reinforce the security, a high level of
encryption has been used as well as data compression.

5.3 Responsibility and Actions (RA)

This element is the last piece conferring “responsibility” feature to a system and
is based on Angarita and Kelaidonis et al. work [3,13]. Making a system able to
take action, depending on the outcome of a situation is the key role of this part.
Being part of our future work, Ami-lab strives to achieve a self-healing architec-
ture. The concept of “responsibility” should be transmitted to the architecture
enabling its self-management. A responsible environment based on awareness
feature should be able to react in time when a situation occurs. A system should
be able to define the right action to take and complete it in an optimal way.
Indeed, an IoT system, when facing an intrusion issue, should be able to take
action and keeps working. For instance, if there is an attack on the environmen-
tal node, the node should be able to detect and close all the connections, then
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re-enable the peer connection. We achieved “the responsibility” feature on the
environmental nodes. It allows them to take action against intrusion, connectiv-
ity issues, and data transmission issues. Processing information, and creating an
adapted virtual object dynamically to decipher the correct information, is also
part of our future work. This feature grants autonomy to the applications letting
the system creating an environment suited to the end-user. It gives the required
access to the user, based on its knowledge and background. Regarding the lis-
tening peers for data retrieval, our system can take action upon peers’ failure
by replacing them in time. A monitoring system such as Prometheus or Zabbix
will be listening to applications, environmental nodes, cloud nodes, and servers
and networks to transmit the right information, while the nodes themselves will
decide the communication state.

6 Recommendations

Apart from the given possible solutions as described in Sects. 4, and 5 certain
things need to be considered by both parties, i.e., sleep tracker end-users as
well as the healthcare service providers, to ensure a safer approach while lever-
aging the IoT sleep tracker in caregiving. This section outlines some of these
recommendations.

– Application/Firmware Updates: Hackers are always in search of find-
ing the weak links to attack victims, which could be via mobile apps, IoT
sleep trackers. For instance, outdated mobile apps are the most vulnerable
to security threats. Similarly, healthcare system providers rarely provide the
latest firmware updates on existing IoT sleep trackers, which open the doors
for possible side-channel attacks on end-user devices. Therefore, healthcare
service providers should offer the regular updates on mobile apps and ensure
availability of sleep tracker device’s latest firmware to mitigate the zero-day
attacks i.e., latest security threats which are unknown to security systems,
while end-users should update their device apps and keep IoT sleep tracker’s
firmware updated to prevent possible security breaches.

– Software Installation: After ensuring the mobile app and IoT sleep tracker
are updated. End-users should also refrain from downloading any untrusted
third-party software, applications or click on any adware link by doing so,
and they are inviting the malware into their mobile devices. For example,
end-users receive any health promotion ads by clicking on the link or by
downloading a malicious app, IoT sleep tracker users allow the attacker to
gain access, thus can monitor their privacy remotely. After compromising
the mobile user device, an attacker can secretly get the private information
that most of the time, IoT sleep tracker users are unaware of. Therefore,
before downloading any app or clicking such links, IoT sleep tracker users
should confirm their source or authenticity to prevent malware installation
into their mobile devices.
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– Social Engineering: With the massive impact of social media, end-users
share their personal information publicly on social media sites such as Face-
book, Instagram, etc. With such a large user-base, these platforms are seen
by cybercriminals as a new and lucrative platform to spread malware. There-
fore, IoT sleep tracker users should not reveal their personal details with an
unknown person over these sites or the phone’s calls.

– Awareness Program: Moreover, healthcare service providers should con-
duct awareness programs such as online surveys and workshops to keep edu-
cating their IoT sleep tracker customers regularly so that end-users can gain
awareness about the latest hacking tactics, cybercrimes, and their possible
countermeasures.

By applying these suggestions into practice, the possibilities of privacy and secu-
rity threats targeted against the IoT sleep tracker environment can be prevented.
Thus, to enable a safe and secure remote caregiving.

7 Conclusion

With the rapid advancement and deployment of the IoT in the healthcare
domain, these technologies are closely related to people; therefore, privacy and
security are major concerns. To highlight these two critical aspects of IoT, we
reviewed in this paper the progress of the research works related to IoT sleep
trackers and found that these concerns need to be addressed. Moreover, to miti-
gate such threats, some proposed solutions from researchers and security experts
are described. Furthermore, there are certain things that we recommend for both
end-users and service providers to deploy a resilient IoT infrastructure to ensure
a secured sleep tracker.
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Abstract. Mild Cognitive Impairment (MICI) symptoms are one of the main
issues that contribute, in older people, to the difficulty to live independently,
social isolation and loss of autonomy. INFINITy solution provides a set of
services aimed to reinforce and support the daily routines of people with MCI
for both indoor and outdoor scenarios. A co-design session with end-users were
performed in order to better adapt the INFINITy solution to the needs and
characteristics of the target beneficiaries. Results show the feedback received
form end-users regarding different aspects of the solution such as: functionali-
ties, use cases, and interfaces. The results were useful to improve the INFINITy
solution to better address user’s needs and preferences.

Keywords: Co-design � Participatory design � Older users � Functional
independence � Mild cognitive impairment � Dementia

1 Introduction

It is estimated that 75 million of people will live with Dementia in 2030 worldwide and
this number is expected to double every 20 years, to 132 million in 2050. Due to its
widespread high incidence the World Health Organization recommended that
Dementia should be treated and handled as a major public health issue [1] and its
prevention and treatment currently represent one of the major challenges for researches,
health and social services worldwide. Impairments in memory and spatial navigation
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associated with aging and, in some cases, to a cognitive condition such as Mild
Cognitive Impairment (MCI) or Dementia, are one of the main issues that contribute to
the difficulty to live independently, social isolation and a progressive loss of autonomy
[1]. Behavioral changes and spatial disorientation that leads to develop a wandering
behavior and reduce social activities and interactions, are important early indicators of
a potential evolution from normal aging to other more severe cognitive conditions [2].
Different ICT solutions could help to prevent the evolution to these conditions or
maintain as long and possible a condition in which people could live independently and
continue to perform their daily routines, but most of them do not provide the necessary
support and tools while performing outdoor activities [3].

Based on this, the INFINITy project offers a technological solution to cover some
of the needs of people with MCI, with the ambition of safeguarding their independence
and autonomy while performing their daily routines for as long as possible. The main
objective is to have a positive impact on the Quality of Life (QoL) of these people and
their main caregiver, while preserving their functionality and extending their autonomy
in indoor and outdoor activities by using a technological solution.

Currently there are two main directions collecting data from users with cognitive
impairments. Either within the framework of clinical trials which often entails large
cohorts of users but rarely focuses on ICT solutions but rather on the medicinal effects,
or studies involving the effect of ICT solutions to people with cognitive impairments
focused on cognitive impairment as co-morbidity or results because of the primary
health condition. The important of QoL metrics and techniques are of vital importance
for testing quality of living assessment in older people. The primary INFINITy inno-
vation is to estimate the real-life depiction of the potentially positive effect of ICT
solution on cognitive decline in both indoors and outdoors activities of daily living.

The manuscript presents the process followed to design an ICT solution together
with potential end users. Section 2 presents the materials used, the sample, and
methods followed to conduct the co-design sessions with end-users. Section 3 describe
the design of the INFINITy solution showing the use cases defined and the first designs
of the solution (i.e. interfaces and NFC tags formats) used as an initial visual material.
Section 4 presents the key findings from co-design sessions regarding system designs
and defined use cases. Finally, Sect. 5 presents the conclusions.

2 Materials and Methods

The following sub-sections present the materials used and the methods followed to
carry out the co-design sessions with end-users. The findings obtained following this
approach provide useful information that will be used to define and develop the final
INFINITy solution.

2.1 Materials

The main materials used for the co-design sessions were: (1) the questionnaires used to
collect user’s feedbacks, both standardized and designed for the occasion question-
naires, including questions regarding social and leisure activities, technology use,

Designing an ICT Solution for the Empowerment of Functional Independence 19



interfaces look and feel, functionalities and use cases; (2) the interface mock-ups of the
INFINITy solution; and (3) the NFC tags presented in different formats.

Technologies used for the INFINITy solution (e.g. NFC, BLE) were selected based
on their low costs, easiness to use, availability and compatibility with current smart-
phones, and communication capabilities that fulfill the main purpose of the features
provided by INFINITy.

Specifically, the standardized questionnaires used were: Socioeconomic Subjective
Status (SES) [4], Montreal Cognitive Assessment (MoCa) [5], Lawton & Brody test
[6], and Memory Failures of Everyday (MFE) [7].

Consent must be obtained from all participants including the individuals who act as
their informal caregiver. Participants were provided with the information they need to
make an informed decision. In the occurrence of a change in the informal carer during
the testbed duration, consent must be obtained from the new carer before they can
become involved in the evaluation. A series of Consent Form Sheets were provided in
English to all clinical partners, detailing the list of items to be consented. All partici-
pants completed the consent before the start of the co-design session.

2.2 Sample

The study involved 20 participants from Spain and Poland (10 participants by site)
including people with MCI and their caregivers. Caregivers participated during the co-
design sessions as supporters of the MCI participants as well as providing their opinions
specifically in the definition of features and use cases. Demographic data collected from
MCI participants is the following: age mean of 72.7 (sdv 5.96), 50% of the sample is in
the age range from 71 to 80 years old; 8 females and 2 males; schooling level with a
mean of 8.4 (sdv 4.06) years of schooling; MoCa mean score of 23.9 (sdv 2.13); a
functionality level of 6.8 (sdv 1.03); and SES mean score of 4.7 (sdv 1.159).

2.3 Co-design Sessions Protocol

The co-design sessions aim to design and improve different technical aspects of the
application in terms of interface design and workflow of functionalities. The session
consists of an interview conducted by a project member of testbed site, where the
participant and the caregiver will go through different questions related to interface
design and functions of the proposed solution. The questions were defined in an easy
and understandable way in order to collect the opinions and suggestions from MCI
participants and their caregivers.

Specifically, the objectives of the co-design sessions were:

• Define the format and icons design of NFC tags (using questionnaires and set of
NFC cards and media material)

• Assess first set of use cases and get ideas for new use cases (using questionnaires
and videos of the Smart Cards)

• Get feedback regarding the mock-ups of the interface (using the mock-ups and the
questionnaires)
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Each session had an approximate duration of 90 min. A written informed consent
was provided to the participant and caregiver in order to be part of the co-design
session and to approve video recording of the session to later visualize and analyze the
answers. These recordings will only be viewed by members of the project, and sub-
sequently deleted from the system.

Three main phases of the study were defined: (1) socio-demographic assessment;
(2) psychometric assessment; and (3) qualitative assessment.

Socio-demographic Assessment: In this phase information regarding age, sex, years
schooling, profession, marital status and socioeconomic status (SES questionnaire)
were collected from participants.

Psychometric Assessment: The MoCa questionnaire and the Lawton & Brody test
were used to collect information about cognitive and functional state. Additionally, the
Subjective Cognitive Complaints were measured using the most important items from
the MFE questionnaire. The items used are the following: forgetting where you have
put something; having to go back to check whether you have done something; for-
getting that you were told something yesterday; and getting lost on a place where you
have only been once or twice before.

Qualitative Assessment: A questionnaire designed for the occasion questions related
to social and leisure activities, technology use, interfaces, functionalities and use cases
was provided to participants. The project member guiding the session went through all
the specific questions complementing the information provided in the questionnaire
with additional materials such as screen shots of the interfaces and NFC tags in dif-
ferent formats.

3 INFINITy Solution Design

The INFINITy solution is aimed to support daily life activities of older people with
MCI in indoor and outdoor environments in order to reinforce their functional abilities
and safeguard their independence and autonomy while performing daily routines. It is
constituted by a smartphone App (on Android) and a set of cards with the contact less
technology Near-Field-Communication (NFC). In addition, a set of Bluetooth Low
Energy (BLE) beacons located around the city are used to activate automatic messages
while walking around.

3.1 Use Cases

3.1.1 Support to Indoor and Outdoor Activities with NFC Cards
Different use cases (UC) with NFC cards were designed in order to support daily life
activities in both, indoors and outdoors scenarios. Table 1 shows the description of
each defined UC. These use cases were pre-defined in order to assess and refine them
during the co-designed session with MCI participants and with their caregivers.
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3.1.2 Automatic Messages to Reinforce Abilities
In addition to the use cases described in the previous section, there is an additional use
case related to the reinforcement of the abilities through the stimulation of the
declarative memory using associative principles to link two pieces of information by
content and context relationships. While the user with MCI is walking around the city,
the city sends them messages to their smartphone with the aim to support their daily life
activities. Messages are in the form of quick games (or quizzes) and healthy or well-
being tips and are launched every time that a user passes nearby a Point of Interest
mapped with GPS or with a BLE beacon.

3.2 Interface First Designs

Based on the previous use cases, the INFINITy App was designed as a launcher
application that enables the different functionalities of the system. It provides a simple
and user-friendly interface, where the caregiver can access to set up the initial con-
figuration of the system and where the user with MCI can access normally their
standard applications installed on the phone.

3.2.1 Main Menu (Launcher) Interface
Different mockups of the main interface were designed to offer a variety of options for
the co-design sessions: two options in portrait mode (A and B), two options in land-
scape mode (C and D), two options with soft colors (A and C), and two options with
vivid colors (B and D). Figure 1 shows the four design options of the main menu
interface.

Table 1. Use cases with NFC cards.

Environment UC name Description

Indoors Voice mail It allows a bidirectional communication between the user and
their caregiver by sending (recording) and receiving
(listening) voice messages through two paired of NFC cards

Battery It provides the battery status of the smartphone
Pre-fixed
message

It sends a predefined message to the caregiver

Date and
time

It provides the current date and time

Agenda It allows to create an event on the agenda or consult the
existing ones

Outdoors Go home It guides the user to go home from wherever he is
Go to a POI It guides the user to go to a specific Point of Interest from

wherever he is
Call a
contact

It makes a phone call to a contact

Share a
GPS

It sends the GPS location of the user to their caregiver
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In addition, two themes were designed: one with light background (A) and one with
dark background (B), as presented in Fig. 2.

3.2.2 Automatic Messages Interface
Three mockups defined to provide the messages to reinforce abilities while the user is
walking around the city. The first presents message launched when a user passes nearby
a region (POI) mapped with GPS or BLE in the INFINITy system. This screen informs
the user that he is walking nearby a concrete type of POI and asks whether a quick quiz
can be launched. The second one presents the quiz and provides the user with two
options to answer the question proposed. The third provides the tip/recommendation
related to the POI.

Fig. 1. Four design options for the user interface of the main menu.

Fig. 2. Two design option with different themes.
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3.2.3 Other Interface Buttons and Functionalities
In addition, other interface components were designed with the aim to discover what
was preferred by the end users according to the font type, status bar, icons and navi-
gation elements. Moreover, a pair of mockups were designed to show the different
contrasts proposed, three with light background colors and black font, and three with
dark background colors and white font.

3.3 NFC Cards Format

During co-design sessions it was also provided a set of options to understand which is
the best format to provide the NFC cards for indoor and outdoor scenarios. Taking into
account the wide offer of formats in which an NFC chip can be embedded and pre-
sented, the following six were selected as the most appropriate for the proposed use
cases: credit card, key chain, pendant, ring, wristband and fridge magnetic.

4 Key Findings from Co-design Sessions

Before analyzing the results obtained regarding the functionalities and interface design
of the solution, it is important to analyze the overall general opinion about technolo-
gies, perceived level of difficulty of smartphones and technology usage.

Regarding technological level of participants, the majority do not use smartphones
(70%). Specific responses of different statements were asked regarding technology use
with a liker scale from 1 to 5 where 1 means completely disagree, 2 disagree, 3 neutral,
4 agree and 5 completely agree. Participants reported that they find smartphones hard to
use (mean 3.30 SD 1.34), feel that new technologies are not for them (mean 3.50 SD
1.65) and they feel overwhelmed with so much technology (mean 3.10 SD 1.85).

Pre-defined use cases were assess by participants in order to give their opinons
about their usefulness. In the case of outdoor use cases, 70% of the participants in
general perceive that all use cases presented are very useful for them. Regarding,
indoor use cases the 90% of the participants think that the voice mail use case is the
most useful for them, followed by send pre-fixed messages, with 70%, and know the
battery level with a 60%. The use cases that MCI participants liked the most were:
phonebook management, use of calendar, know date and time, outdoors guidance,
make calls and send messages.

Specifically, where asked about their opinions regarding the additional use case
related to the reinforcement of the abilities through the stimulation of the declarative
memory. In this respect, 50% of participants find it useful, the other half thinks that in
some cases could represent an additional workload (30%) and could be annoying
(40%).
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Results regarding the interface designs participants likes more option B (portrait
mode with grid) and think it is clean, pretty and that the size of the elements are correct.
In terms of screen look and feel (e.g. colors) they think that option A (portrait mode
with list) colors will not tire their eyesight (70%). Overall, 80% of participants prefer
the list format although they liked more option B with a grid format, they think that
having a list would be most simple to them. In the case of other interface buttons and
functionalities, users prefered the options that make it more intuitive and readable, for
example: icons text in plain instead of italic; navigation bars with buttons and with text;
and a good contrast between background colors and font.

Futhermore, participants were asked to choose their prefered format of NFC tags
for both types of use cases, indoors and outdoors. In general the most voted was the
card format (40%).

5 Conclusions

Co-design sessions were a fruitful experience to start involving end users from the early
stages of the prototype definition, in order to better adapt the product to the target
beneficiaries of the solution.

After the co-design sessions were carried out, we could conclude that a positive
feedback was collected that helped us to understand the user needs and choose their
preferred elements when developing the system. Feedback from end-users will be used
to improve the first designs of the solutions and to identify potential new use cases and
functionalities.
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2 Université de Monastir, Institut Supérieur d’Informatique de Mahdia,
Mahdia, Tunisia

3 Institut Mines Télécom, Paris, France
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Abstract. Today, numerous factors are causing a demographic change
in many countries in the world. This change is producing a nearly bal-
anced society share between the young and aging population. The notice-
able increasing aging population is causing different economical, logistical
and societal problems. In fact, aging is associated with chronic diseases
in addition to physical, psychological, cognitive and societal changes.
These changes are considered as indicators of aging peoples’ frailty. It is
therefore important to early detected these changes to prevent isolation,
sedentary lifestyle, and even diseases in order to delay the frailty period.
This paper presents an experiment deployment of an Internet of Thing
solution for the continuous monitoring and detection of elderly people’s
behavior changes. The objective is to help geriatricians detect sedentary
lifestyle and health-related problems at an early stage.

Keywords: Behavior change · Internet of Things · Frailty

1 Introduction

Aging is often related to significant changes in physical activities, mobility, nutri-
tion, social life and cognitive status. These changes considerably affect elderly
people quality of life. According to the World Health Organization (WHO) [1],
the biggest health risk for seniors is the adoption of a sedentary lifestyle that
causes isolation, depression and many other diseases such as cardiovascular dis-
ease, obesity, high blood pressure, etc.

In this paper, we present our experience in deploying an Internet of Things
(IoT) solution for the continuous monitoring and detection of elderly people’s
behavior changes. The objective is to help geriatricians detect sedentary lifestyle
and health related problems at early stage, without the need to perform classi-
cal psycho-geriatric tests that have many limitations like assessment inaccuracies
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and the difficulty for elderly people to recall past events. The work was performed
as part of the European project City4Age based on 6 pilot sites: Athens, Birm-
ingham, Lecce, Madrid, Montpellier and Singapore. In this paper, we will focus
and detail the deployment performed in the pilot site of Montpellier.

2 Literature Review and Related Work

Early detection of ageing people behavior change can improve medical assess-
ments and enable proactive intervention. In fact, aging-related health problems
generate long-term behavior changes, such as possible instabilities, variations,
impairments, declines, increases or improvements [2]. Nowadays, geriatricians
use psycho-geriatric scales and questionnaires to analyze behavior and investi-
gate possible changes [3,4]. These psycho-geriatric approaches are insufficient
to monitor patients on a daily basis [5]. Thus, geriatricians need technological
services to acquire new objective observations that complete their medical obser-
vations. Monitoring technologies can help follow-up elderly people at home and
in city, in order to early detect possible health changes [6].

Contrary to existing technological solutions that target Short-term Health
Change Detection [7], retrospectively investigate possible changes after change
occurrence [8] and use intrusive technologies to capture video sequences, col-
lect daily questionnaire-based information and record physical data using body
sensors [9], our proposed approach analyzes overall behavior over long periods,
in order to detect long-term changes in health status. These long-term changes
require weeks and months to emerge, and are difficult to detect due to normal
continuous variation in human behavior [10]. In addition, it continuously ana-
lyzes monitoring data on a daily basis, in order to early detect possible changes.
This proactive change detection provides opportunity for daily assessment and
subsequent intervention. Finally, it uses unobtrusive monitoring technologies
that are embedded in our real environment or in objects of daily living, do
not interfere with natural behavior of elderly people and do not change their
daily habits.

3 Montpellier Pilot Setup

Montpellier pilot site goal is to quickly and unobtrusively detect possible aging
people’s behavior changes. Detected behavior changes are afterwards analyzed
and confirmed by collaborating geriatricians to provide adequate intervention.

The pilot site is Coordinated by the French National Center for Scientific
Research (CRNS) and is collaborating with local authorities such as Montpel-
lier Metropolis, the ETAPE (health autonomy pole) association and healthcare
professionals from Beausoleil Clinic and Saint Vincent De Paul nursing home.

The proposed solution deployed in the pilot site of Montpellier consists of
a set of sensors deployed in the participants’ homes and in the city as shown
in Fig. 1. For indoor monitoring, the pilot uses motion sensors, contact sensors
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and bed sensors. Outdoor monitoring is based on Smartphones carried by par-
ticipants and beacons deployed in places of interest of participants in the city.
These sensors allow to collect raw data and objective information in real time,
which are processed to detect behavior changes.

Fig. 1. Montpelier pilot site global setup

4 Recruitment and Engagement

Each of the six pilot sites followed a specific ethical approval process, related
to specific countries’ regulation, in order to recruit participants. For Montpel-
lier pilot site, the ethical process consists in sending the specifications of the
deployment to CNRS’s Data Protection Correspondent (Correspondants Infor-
matique et Libertés: CIL). In parallel, an application was also submitted to the
Institutional review board (Comités de Protection des Personnes: CPP).

After obtaining the ethical approval, we started the recruitment process. We
have approached around 40 potential participants with the help of ETAPE asso-
ciation and Saint Vincent De Paul nursing home. In fact, we have presented the
solution in several local events to promote the project and identify interested
people to be included in the study. As shown in Fig. 2, briefing and presentation
sessions were organized in the Montpellier pilot site to better promote exper-
imentation objectives, quickly launch recruitment process and keep recruited
participants involved in the experimentation. These events allowed to have in
depth discussions with interested aging people who accepted to visit a demon-
stration house, see a live demonstration of the system and have their feedback.
The demonstration house highlights the unobtrusiveness of the technological
solution proposed for the potential participants. Interested people also observe
sensor events in real-time and examples of real data over weeks and months
indicating significant changes in health status. Potential participants asked for
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information about employed technological solutions, real benefits of adopting
them at home and possible risks.

Fig. 2. Briefing and involvement sessions

19 participants accepted and have been equipped with the City4Age solution.
An initial interview with included participants allowed to collect some indica-
tions on their social and health profiles. Participants have diverse medical and
social profiles such as educational level, dependence level, habits and health sta-
tus. Table 1 presents regular habits and health info of some participants.

Table 1. Examples of Montpelier pilot site participants habits and health status

Patient Regular habits Health info

98 Wakes up at 8 h. Home aid 4 times per day. Stays
most often at home. Sometimes goes out with
daughter or caregiver

Alzheimer
Diabetes
Vision and audition
problems

101 Wakes up at 7 h30–8 h. Home aid visits 3 times per
day (morning, midday and evening). Niece and
neighbor visits during the day. Sleeps earlier than
before (at 20 h, and before at 22 h)

Alzheimer
Some falls and
hospitalizations

102 Wakes up at 6 h–7 h. Home aid visits each day in the
morning. Lives alone. Daughter house is nearby.
Monthly visits to and from daughter

Heart problems
Urinary infection

5 Technologies and Data Collection

The system proposed in Montpellier pilot site uses indoor and outdoor technolo-
gies to monitor daily living activities of participants. For indoor monitoring, the
pilot is proposing a set of sensors (motion sensors, contact sensors and bed sen-
sors). These sensors operate discreetly and allow to collect raw data and objective
information in real time. The objective is to be able to accurately determine the
“habitual behaviours” of people by collecting data over time. Outdoor monitor-
ing is based on beacons deployed in the participants’ places of interest in the city



Deployment of an IoT Solution for Early Behavior Change Detection 31

(e.g. bus and metro stations, cinemas, restaurants, etc.) and smartphones with
dedicated mobile application carried by the participants. Thus, it is possible to
collect data on the activities of our participants’ even when they are in outdoor
in the city. Figure 3 showcases some deployed sensors in Montpellier pilot site.

Fig. 3. Indoor and outdoor sensors deployment

All indoor and outdoor data are collected in Montpellier pilot site local server
where local treatment for Low Elementary Actions (LEAs) and measures iden-
tification is performed. Low Elementary Actions are basic participants’ actions
which are inferred from received sensors’ events (e.g. Start Moving, Stop Moving,
Change Room, Visit Restaurant, etc.). Measures are quantified data extracted
from LEAs (e.g time in the bedroom/day, number of toilet visits /day, num-
ber of shops visits/week, etc.). Later, these information are transferred to the
City4Age repository and analytic algorithm where further treatments are per-
formed in order to produce visualisations for the geriatrician. The complete
architecture of the City4Age solution and the performed deployment and data
analysis in Montpellier pilot site is presented in Fig. 4.

Fig. 4. Complete architecture of Montpellier pilot site’s deployment
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The deployment of this system in France allowed to collect around two years
of real data. We have collected 310.590 of Low Elementary Actions (LEA) and
49.659 of Measures for 19 participants.

6 Data Interpretation

The goal of the system proposed in Montpellier pilot site is to detect possible
behavior changes that will be analysed and confirmed by collaborating geriatri-
cians to provide adequate intervention. A behavior change tracker service [11]
was developed allowing to detect changes in participants’ behavior using statis-
tical algorithms. Collected data are analyzed by this developed algorithm and
presented to collaborating geriatricians from clinic Beausoleil. Figure 5 show-
cases some behavior changes detected by the ChangeTracker service for one of
the participants in the pilot site. In Fig. 5, 3 consecutive decreases on 2017-02-
15, 2017-06-20 and 2017-10-25 are detected for participant 91. Participant and
family doctor confirm mobility impairments and increased risk of dependence in
managing activities of daily living. Professional caregiver helps with medication
taking and household from 2017-05-04.

Fig. 5. Detected changes in activity level of participant 91 due to mobility impairments

7 Intervention Process

To perform intervention, the pilot site is providing a framework with visualiza-
tions about participants activities and statistics about their daily routines and
habits. The ChangeTracker service is integrated in this framework allowing to
automatically detect possible changes that can be confirmed by the caregivers
and the geriatrician. The caregivers and geriatricians can navigate the data pro-
vided by these visualizations and decide on the type and form of intervention
when needed. As an example, after detecting a decrease in outdoor and indoor
activities for participant 96, nursing home stuff decided to initiate home assis-
tance.
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8 Validation

8.1 Detection Process Validation

The ChangeTracker service has being validated with the help of our stakehold-
ers. Detected changes are being correlated with medical observation and health
records to validate the used algorithms and their performances.

The ChangeTracker service sends change notifications. Change notifications
provide opportunity to confirm that detected changes are really permanent
and investigate possible correlations with geriatric observations. Regular review
meetings with elderly people, family members and family doctors allow to accu-
rately investigate possible causes of detected changes. Review meetings inves-
tigate mutli-dimensional correlations of detected changes, such as identifying
parallel decreases in activity level and time out home related to mobility impair-
ments, and consecutive increases in sleep interruptions and toilet entries after
treatment change. Figure 6 shows some results of changes detected by Change-
Tracker service and their correlation with medical observations and participant
feedback.

Fig. 6. Detected behavior changes by ChangeTracker and corresponding participant
feedback

8.2 Results and Performance

In total, we have detected 340 changes for all participants with an average of 0.97
change per month. Participants show diverse changes in monitoring period that
are associate with diverse medical reasons, such as physical problems (45.59% of
detected changes), health improvements (36.76%), nutritional problems (8.82%),
personal changes (7.35%) and social problems (1.47%).
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9 Conclusion

Montpellier pilot site was a proof of concept of our IoT proposed solution for the
early identification of behavior changes. In total, 340 changes have been detected
for all participants. These changes have been validated and classified with the
help of local geriatrician and by correlation with Medical Observations. This
solution could be of great value for the geriatricians. In fact, the technological
observations provided by the proposed solution enrich their medical observation
for better assessments of frailty and MCI. The solution is also valuable for nursing
homes. In fact, nursing homes need to maintain independent living at home and
identify elderly people at risk who really require entry to nursing home.
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deeply analyzed and investigated, in order to extract useful information about residents’
daily routines, and more specifically (specific) activities of daily living.

Activity recognition [3], as a core feature of smart home, consists of classifying
data recorded by the different integrated environmental and/or wearable sensors, into
well-defined and known movements. However, dependent persons are usually exposed
to different types of problems causing them mostly to perform activities of daily living
in a wrong way. Therefore, detecting abnormal behaviors is of great importance for
dependent people in order to ensure that activities are performed correctly without
errors [4]. This will also ensure their safety and well-being.

Detecting an anomaly in the activities of daily living (ADL) of a person is usually
performed by detecting nonconformities from their usual ADL patterns. This has been
conducted in various works using classical machine learning algorithms [5, 6]. Tele-
health care requires systems with high accuracy, less computational time and less user
intervention because data are becoming larger and more complex [7]. However, deep
learning architectures provide a way to automatically extract useful and meaningful
spatial and temporal features of a raw data without the need for data labeling which is
time consuming, complex and error prone. This makes deep learning models easily
generalizable to different contexts. LSTM is a powerful deep learning model for
sequence prediction and anomaly detection in sequential data [8]. LSTM models are
able to extract temporal features with long time relationships. This property is of great
importance in smart homes in order to understand person’s behaviors, they change over
time, and particularly any deviations from normal execution of activities of daily living.

In this paper, we propose an LSTM model to identify and predict elderly people’s
abnormal behaviors. The rationale of using LSTM model in our work is threefold: (1) it
is capable of handling multivariate sequential time-series data, (2) it can identify and
accurately predict abnormal behavior in time-series data [9, 10], and (3) it can auto-
matically extract features from massive time-series data, which makes it possible to be
easily generalizable to other types of data. Therefore, the contributions of our paper can
be summarized as follows:

1. Proposing an LSTM model for automatic prediction of abnormal behaviors in smart
homes.

2. Managing the problem of imbalanced data by oversampling minority classes.
3. Conducting extensive experiments to validate the proposed LSTM model.

The paper is organized as follows: Sect. 2 presents an overview of anomaly
detection models and related work in machine learning algorithms. Section 3 presents
Materials and methods to conduct our work and the obtained results. Section 4 gives a
comparison of different machine learning algorithms. Finally, Sect. 5 discusses the
outcomes of the experiments and perspectives for future work.

2 Related Work

Tracking user behavior for abnormality detection has gain a large attention and
becomes one of the main goals for certain researchers [11]. Abnormal behavior
detection approaches are based mainly on machine learning algorithms, and more

LSTM Based Model for Abnormal Behavior Prediction in Elderly Persons 37



specifically supervised learning techniques [12]. Supervised classification techniques
need labelled data points (samples) for the models to learn. This kind of classification
requires to train a classifier on the labelled data points and then evaluate the model on
new data points. Therefore, in case of normal and abnormal classes, the model learns
the characteristics of these data points and classify them as normal or abnormal. Any
data point that does not conform to this normal class, will be classified as an anomaly
by the model. Various classification techniques have been applied for abnormal
behavior detection.

Pirzada et al. [13] explored KNN as a classifier which works well to classify data in
categories. They performed a binary classification where they classify activity as good
or bad to distinguish the anomaly in the user behavior. Eventually, the proposed KNN
applied to predicts whether the class belongs to regular (good) or irregular (bad) class.
The performed work monitor health conditions of elderly person living alone using
sensors in unobtrusive manner.

Aran et al. [4] proposed a method to automatically observe and model the daily
behavior of the elderly and detect anomalies that could occur in the sensor data. In their
proposed method, the anomaly relies on signal health related problems. For this pur-
pose, they have created a probabilistic spatio-temporal model to summarize daily
behavior. They define anomalies as significant changes from the learned behavioral
model and detected, the performance is evaluated by cross-entropy measure. Once the
anomaly is detected, the caregivers are informed accordingly.

Ordonez et al. [14] presented an anomaly detection method based on Bayesian
statistics that identify anomalous human behavioral patterns. Their proposed method
assists automatically the elderly person’s with disabilities who live alone, by learning
and predicting standard behaviors to improve the efficiency of their healthcare system.
The Bayesian statistics are choosen to analyze the collected data, the estimation of the
static behavior is based on three probabilistic features that introduce, namely sensor
activation likelihood, sensor sequence likelihood and sensor event duration likelihood.

Yahaya et al. [11] proposed novelty detection algorithm known as One-Class
Support Vector Machine (SVM) which is applied for detection of anomaly in activities
of daily living. The anomaly is situated in sleeping patterns, which could be a sign of
Mild Cognitive Impairment (MCI) in older adults or other health-related issues.

Palaniappan et al. [15] interested in detecting abnormal activities of the individuals
by ruling out all possible normal activities. Authors define abnormal activities as
unexpected events that occur in random manner. Multi-class SVM method is used as
classifier to identify the activities in form of a state transition table. The transition table
helps the classifier in avoiding the states which are unreachable from the current state.

Hung et al. [16] proposed a novel approach that mix SVM and HMM to a homecare
sensory system. RFID sensor networks are used to collect elder’s daily activities,
Hidden Markov Model (HMM) used to learn the data, and SVMs used to estimate
whether the elder’s behavior is abnormal or not.

Bouchachia et al. [17] proposed an RNN model to deal the problem of activity
recognition and abnormal behavior detection for elderly people with dementia. The
proposed method suffered from the lack of data in the context of dementia.
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The aforementioned methods suffer from one or more of the following limitations:

1. The presented methods focus on the spatial and the temporal anomalies in user
assistance. However, we noted that the abnormal behavior does not treated in the
case of the smart home.

2. These methods require feature engineering, which is difficult specifically when data
becomes larger.

3. The abnormality identification and prediction lack of good accuracy.

These points motivate us to propose a method, which tries to overcome these
limitations and to be useful in smart homes for assistance.

3 Proposed Method

In this section, we present a description of our problem related to the identification and
prediction of elderly person’s abnormal behaviors.

3.1 Problem Description

Abnormality detection is an important task in health care monitoring, particularly for
monitoring elderly in smart homes. Abnormality consists in finding unexpected
activities, variations in normal patterns of activities, finding the patterns in data that do
not conform to the expected behavior [18] because humans usually perform their ADLs
in a sequential manner. According to [19], the abnormality can be categorized into
temporal, spatial, and behavioral abnormality. Our work focuses on the behavioral
anomaly because this kind of abnormality depends on the same on time (when per-
forming the activity) and location (where performing the activity). Each activity is
defined by a sequence of sub-activities and if the person violates the expected sequence
then it is an abnormality.

3.2 LSTM for Anomaly Description

LSTMs [20] are a recurrent neural network architecture, the principal characteristic is
the memory extension that can be seen as a gated cell, where gated means that the cell
decides whether or not to store or delete information, based on the importance it assigns
to the information. The assignment of importance happens through weights, which are
also learned by the algorithm. This simply means that it learns over time, which
information is important.

LSTM architecture consists of three layers: Input layer, hidden layer and output
layer. The hidden layers are fully connected to the input and output layers. A layer in
LSTM is composed from blocs, and each block has three gates: input, output and forget
gates. Each gate is connected to each other. These gates decide whether or not to let
new input in (input gate), delete the information because it isn’t important (forget gate)
or to let it impact the output at the current time step (output gate).

As we mentioned previously, our motivations in using LSTM rely on the fact that it
enables to remember their inputs over a long period of time which allows to remember
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the data sequences. Abnormality detection aims to identify a small group of samples,
which deviate remarkably from the existing data. That why, we choose LSTM to
identify and accurately predict the abnormality behavior from a long sequential data
given that persons perform their ADL in a sequential manner, less human intervention
in the identification and prediction process.

The LSTM input layer development requires reshaping the data. It needs the input
data to be 3-dimensions as training sample, time step, and features. We add for this
layer an activation function (ReLu). To avoid overfitting problem in LSTM architec-
tures, we used the dropout method [24] and improve model performance. In our
proposed model, the dropout is applied between the two hidden layers and between the
last hidden layer and the output layer. We setup the dropout at 20% as recommended in
literature [24].

The last layer (dense layer) defines the number of outputs which represents the
different activities and anomaly (classes). The output is considered as vector of integer
which is converted into binary matrix. The anomaly prediction is formulated as multi
classification problem which requires to create 7 output values, one for each class,
Softmax as activation function and categorical_crossentropy is used as the loss func-
tion. The Fig. 1 indicate the LSTM architecture development.

4 Experiment Study

In this section, we present our dataset that we want to analyze, overcome to the
problem of imbalanced data by oversampling our data with SMOTE. After that, we
identify and predict the abnormal behavior based on LSTM model.

Fig. 1. LSTM development.
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4.1 Dataset

This research uses SIMADL [21] dataset generated by OpenSHS [22] which is an open
source simulation tool that offered the flexibility needed to generate the inhabitant’s
data for classification of ADLs. OpenSHS was used to generate several synthetic
datasets that includes 29 columns of binary data representing the sensor values, each
binary sensor has two states, on (1) and off (0). The sensors can be divided into two
groups, passive and active. The passive sensors react without explicitly the participants
interact with them. Instead, they react to the participant movements and positions.

The sampling was done every second. Seven participants were asked to perform
their simulations using OpenSHS. Each participant generated six datasets resulting in
forty-two datasets in total. The participants self-labelled their activities during the
simulation. The labels used by the participants were: Personal, Sleep, Eat, Leisure,
Work, Other and Anomaly. The simulated anomalies are behavioral and are described
in Table 1. Note that each user has his/her own behavioral abnormality to simulate.

4.2 Imbalanced Data

The distribution of the classes (that represent the different ADL) is not uniform, leads to
imbalanced classes. This situation appears because of rare abnormal behavior which is
clear in the Fig. 2. As shown in Fig. 2, the class anomaly represent a minority. We
tackle this problem in order to improve our classification performance. Dealing with
imbalanced datasets requires strategies such as oversampling techniques before pro-
viding the data as input to the LSTM model. Oversampling strategy consists in aug-
menting the minority class samples to reach a balanced level with the majority class.

4.2.1 Oversampling
We deal with abnormality, called also anomaly, detection problem as a supervised
learning that refers to correctly classifying rare class samples as compared to majority
samples.

Therefore, anomalies are a minority in the whole behavior, which create an
imbalanced data problem. Therefore, we have to oversample our data and after that, we
can classify correctly.

Table 1. Anomalies description

Participants Description

Participant 1 Leaving the fridge door open
Participant 2 Leaving the oven on for long time
Participant 3 Leaving the main door open
Participant 4 Leaving the fridge door open
Participant 5 Leaving the bathroom light on
Participant 6 Leaving tv on
Participant 7 Leaving light bedroom and wardrobe open
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A subset of data is taken from the minority samples as an example and then new
synthetic similar data points are created. These synthetic data points are then added to
the original dataset. The new dataset is used to train the classification models. The main
objective of balancing classes is to either increasing the samples of the minority class or
decreasing the samples of the majority class. In oversampling, we increase the minority
class samples. This is done in order to obtain approximately the same number of
instances for both the classes as demonstrated in Fig. 2. Our motivation in the use of
this strategy is to avoid overfitting. We use SMOTE statistical method [23] to over-
sample our classes as indicated in Fig. 2. We note that the x-axes indicate the number
of classes and y-axes indicate the number of input data.

4.3 Network Architecture and Hyper-parameters Tuning

The crucial task is to find a suitable network structure for training the data, specifically
to choose the right amount of nodes and layers. Many experiments were run by varying
LSTM networks architecture as shown in Table 2 to find the suitable units number. We
varied this number from 20, 30, 50, 60, 100 to 200. The number of layers was
experimentally fixed to four layers.

To compile and fit the model, we experimentally fixed mini-batch size to 128
samples, with ADAM [25] as optimizer, which is an algorithm that can used instead of
the classical stochastic gradient descent procedure to update the network weights
iterative based on training data.

Our experiment with LSTM were implemented in Python language using Keras
library [26] with Tensorflow [27]. The Fig. 1 shows the development of our LSTM
network and the adjusted parameters to obtain the appropriate results.

4.4 Performance Metrics Analysis

High performance system should have less false positive and false negative rates. The
performance of our proposed method is evaluated in terms of precision, recall and
f-score [28]. Table 2 presents the obtained results.

Fig. 2. Imbalanced classes vs Balanced classes
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Table 2 refers to the results obtained on SIMADL dataset for abnormal behavior
detection and shows that LSTM with 20 units gives the best precision of 0.91%, recall
of 0.91% and f-score of 0.91%. The rest of the results is expressed in the Table 2 for
which we have varied the unit number to 30, 50, 60, 100 and 200.

To demonstrate the superiority of the proposed method, we conducted comparison
with existing state-of-the-art methods. The results are summarized in Table 3.

According to Table 3, we note that LSTM gives a good result by comparing to
machine learning methods such as: SVM, NB, KNN and NN.

5 Conclusion

We proposed an LSTM based abnormal behavior prediction method. Our method
identifies and predicts abnormal behaviors with a high degree of accuracy and with less
user intervention in order to automate the identification and prediction process. We
note that before to classify the activities, we have checked the distribution of classes,
we detected an imbalanced classes, to deal with this problem we have applied SMOTE
for oversampling classes.

The future work can focus on using real dataset from environmental and physio-
logical sensors to understand the health condition of the elderly person’s for better
wellbeing.

Table 2. LSTM experiment.

Units Precision Recall F-score

20 0.91 0.91 0.91
30 0.87 0.85 0.86
50 0.90 0.90 0.90
60 0.86 0.86 0.86
100 0.90 0.90 0.90
200 0.90 0.90 0.90

Table 3. LSTM comparison with the state of the art.

Models Precision Recall F-score

LSTM 0.91 0.91 0.91
SVM 0.90 0.90 0.90
NB 0.79 0.79 0.79
KNN 0.89 0.89 0.89
NN 0.77 0.77 0.77
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Abstract. This paper addresses a new problem of automatic detec-
tion of visual attention in older adults based on their driving speed. All
state-of-the-art methods try to understand the on-road performance of
older adults by means of the Useful Field of View (UFOV) measure. Our
method takes advantage of deep learning models such as Long-short Term
Memory (LSTM) to automatically extract features from driving speed
data for predicting drivers’ visual attention. We demonstrate, through
extensive experiments on real dataset, that our method is able to predict
the driver’s visual attention based on driving speed with high accuracy.

Keywords: UFOV · Deep learning · LSTM · Classification · Divided
attention · Older drivers

1 Introduction

Visual and cognitive abilities are important parameters for safe driving. These
abilities tend to decrease naturally with aging, and many older adults become
unable to drive because of a serious decline in their visual and cognitive abilities.
The decline in visual and cognitive abilities may lead to unsafe driving [1].

One of these abilities concerned divided attention, which is defined as the
ability to construct information from multiple sources that are critical to the
execution of a specific task (e.g., driving) [1], has received particular interest
from researchers as a good indicator of driving performance in older drivers
[1,2]. In fact, in the context of driving, drivers face multiple stimuli coming
from the environment including the car, the road, other drivers, the weather,
and driving time of day. These stimuli create a complex context, particularly for
older drivers, that requires from them to shift attention between all these stimuli
in order to ensure safe driving.

The Useful Field of View (UFOV) [3] is a well known and widely used test
to measure visual attention [4]. It consists of three subtests of visual atten-
tion: processing speed, divided attention, and selective attention. The first one
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is to identify peripheral targets, the second and third subtests are to identify
peripheral target presented either in the presence or absence of distractors while
completing a central discrimination task [5–7].

The UFOV test has been shown to be highly effective in predicting driv-
ing outcomes such as (1) predicting crash risk among older adults [8–10], (2)
predicting on-road performance [1,11], (3) predicting driving in the presence of
distracters [12].

The overall studies using UFOV focus on driving outcomes and performance
based on obtained UFOV test results. In this regard, our work is original and
tries to predict the UFOV divided attention results based on older adults per-
formances during driving, more specifically driving speed. To the best of our
knowledge, no prior studies have examined the relationship between driving
speed and divided attention. Therefore, the present research was initiated as
it may have a great potential in developing assistance systems to help older
adults drivers improve their safety while driving. In the research presented in
this paper, we resort to deep learning models, particularly Long-Short Term
Memory model (LSTM), to automatically detect older adult’s divided attention
based on his/her driving speed. The rationale of using LSTM models is threefold:
(1) it allows to analyze raw speed data in order to automatically extract impor-
tant features to perform predictions, (2) it allows to learn features across time
by using their internal memory, and (3) it allows to process arbitrary sequences
of inputs (speed data) unlike other existing feedforward neural network models.
The major contributions of this paper can be summarized as follows:

– Proposing a LSTM based method to automatically detect older adults drivers’
visual attention based on driving speed data.

– Conducting extensive experiments through real data to validate the proposed
method.

– Demonstrating the performance and superiority of our proposed method com-
pared to the state-of-the-art methods.

The rest of the paper is organized as follows. First, we give an overview of
related work in Sect. 2. Section 3 describes the proposed model in terms of LSTM
representation, and divided attention detection. The results of our experiments
on a real driving dataset are presented in Sect. 4. Finally, Sect. 5 presents our
conclusions.

2 Related Work

Multiple studies have been conducted examining the relationship between UFOV
test performance and driving. These studies have used a variety of outcome mea-
sures, including on-road driving performance, crashes, simulated driving perfor-
mance, and self-reported driving performance that assess components of driving
ability that are neither exhaustive nor necessarily unique.

Driving performance can be assessed by cognitive tests, simulation, on-road
driving tests, or a combination of these. In the driving activity, people have to
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respond rapidly to risks with good abilities. Previous research has investigated
specific functions and/or deficits for any correlation with safe driving and in
order to predict on-road driving performance.

Some physical impairments found frequently among older people may have
negative impacts on their driving skills. Among them, a deficit in visual-cognitive
functions, and more specifically divided attention, which is a good predictor of
driving performance for older drivers [13].

Aging is associated with decreased performance on the UFOV test due to
the higher prevalence in visual search, attention, speed of deficit treatment [13],
poorer vision and mental status [14]. Poor performance on the UFOV test was
associated with increased crash risk. Older drivers with UFOV impairments are
twice as likely to be involved in a road accident [5]. The utility of the UFOV
measure has been investigated in different studies. However, a link between the
number of crashes and UFOV has been examined in the research [5]. Results
showed a significant link between visual attention measures and a car crash
for the older drivers. Authors highlighted that self-reported accident frequency
by older drivers is not an accurate measure of their actual accident frequency.
Authors said the use of this dependent measure in earlier studies may have led
to erroneous conclusions about vision and driving relationships [15].

A number of studies used a variety of outcome measures. Some of them inves-
tigated on-road driving performance, particularly with simulated driving per-
formance and they assessed driving performance and UFOV test performance.
Results reported that both decreased with age. Older is the driver, the more
errors are reported during the on-road driving assessment with a slower per-
formance during the UFOV test [16]. Willstrand et al. [16] also highlighted an
increasing number of driving errors seen and correlated with age-related reduced
selective attention. The reduction of selective attention has a negative effect on
driving speed, that is driving too fast, which was the most common error in the
on-road driving assessment [16]. Baldock et al. [17] emphasized the importance
of speed adaptation, especially the “approach speed”, as it can lead to a delay
in the needed braking. The third phase of the UFOV test may be an interven-
tion for older drivers to increase their awareness of attentional problems when
driving. Reducing speed when appropriate is an important factor to study with
older drivers, as it gives them more time for visual search (processing speed and
selective attention [16]).

3 Proposed Method

In order to understand how to detect divided attention based on speed data,
firstly we describe the UFOV test in detail. Secondly, we will introduce our
proposed method based on LSTM model.

3.1 UFOV Test

The UFOV is a computer-administered and computer-scored test of functional
vision and visual attention [18], which can be predictive of ability to perform
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many everyday activities, such as driving a vehicle. The UFOV test lasts about
15 min and is highly recommended for drivers having an age of 55 years or older,
particularly those who suffer from health problems including cognitive deficits
[18].

UFOV consists in three subtests for assessing speed of visual processing under
complex task demands [18]:

1. The first subtest (T1) consists in identifying a target presented in a centrally
located fixation box presented for varying lengths of time.

2. The second subtest (T2) consists in identifying a target and localizing a simul-
taneously displayed target on the periphery of the computer screen.

3. The third subtest (T3) is identical to the second subtest, except that the
displayed target is embedded in distractors to make the test more difficult.
Each subtest has a threshold score as shown in Table 2.

Table 1 presents an example of UFOV test results (or score) in milliseconds
(ms) obtained in real experiments. The range is 17 to 500 ms [18].

Table 1. Example of UFOV test results obtained in real experiments.

UFOV results

Participant Subtest (T1) Subtest (T2) Subtest (T3)

1 17 17 197

2 17 23 110

3 17 87 177

4 83 44 287

5 17 23 203

6 20 93 380

The UFOV results can be categorized in different categories called classes of
divided attention as shown in Table 2

Table 2. UFOV test values categories

Classes

Subtest Class 1: healthy Class 2: moderate Class 3: severe

T1 ≤30 >30, and, ≤60 >60

T2 <100 ≥100, and, <350 ≥350

T3 <350 ≥350, and, <500 ≥500

By using this definition of classes, results (from Table 1) are categorized in
Table 3.
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Table 3. Example of UFOV test results classes.

UFOV results

Participant Subtest (T1) Subtest (T2) Subtest (T3)

1 1 1 1

2 1 1 1

3 1 1 1

4 3 1 1

5 1 1 1

6 1 1 2

Once the classes are defined, we will be able to label the dataset accordingly.
Therefore, with driving speed data, we try to predict the corresponding class
using the LSTM model described in the next section.

3.2 LSTM Model

This section introduces the LSTM deep learning model we used to predict divided
attention.

LSTM models are a type of recurrent neural networks (RNN) for process-
ing, classifying and making predictions based on times-series data. In contrast
to other deep learning models such as Convolutional Neural Networks [19,20],
LSTM models are able to extract temporal features from data. This is a very
important characteristic, particularly in driving context where driving speed
tend to change over time due to different environmental factors. Moreover, LSTM
models have the property of selectively remembering patterns for long durations
of time, which make them advantageous compared to basic RNN models.

All recurrent neural networks have the form of a chain of repeating modules of
neural network, normally a single tanh layer [21]. In LSTM models, the repeating
modules have different structures so that instead of having one single tanh layer,
they have four layers as shown in Fig. 1 (this figure is taken from [21]).

Fig. 1. LSTM structure.

The central component of LSTM model is the cell state presented in Fig. 1
with a horizontal line in the top. Information in the cell state could be added or
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removed, and this process is regulated by components called gates [21]. In other
words, gates have the ability to let or not let information through [21].

To prevent the LSTM model from overfitting, we used the dropout principle
[22]. The dropout consists in randomly dropping units with their connections
from the neural network during training. Therefore, we randomly dropped 20%
of units and their connection after each hidden layer. This percentage is rec-
ommended in literature [22]. We experimentally setup the number of units to
256 with a batch size of 128. The number of epochs is experimentally setup to
50. Our LSTM model was implemented in Python programming language using
Tensorflow [23].

4 Experimental Study

In this section, we describe our experiments conducted at the University of Mon-
treal for data collection and validation of proposed method.

The UFOV test, as mentioned previously, measures three types of attention:
selective, shared and divided attention and detects an attention deficit. It is a
15 min computer test. The requirements increase in complexity between tasks.
The purpose is to evaluate the visual processing speed of a person by detecting,
identifying and locating targets briefly presented on the screen. This test is
recommended to measure driving ability for older drivers [5,18].

Twenty-eight participants (14 women, 14 men) aged between 55 and 79 years
old (mean: 63,86 y-o; standard-deviation: 6,20) were recruited. They drive on
average five days per weeks. All participants have a valid driving licence and
have been driving for several years (mean: 45 y-o, sd: 8,95). Participants did not
report sleep disturbance or medication use that may affect driving.

All participants went to the driving simulation laboratory at the University
of Montreal. Participants received a financial compensation of 60 CAD. The
experiments were carried for 20 days during a two-month period.

The research protocol was to provide participants a consent form followed by
a first sociodemographic questionnaire. Then, participants performed the UFOV
test before driving in the simulator for about 40 min. Different data were saved
with the simulator as speed, acceleration, braking and steering wheel angle.
After driving, they answered “a final post-driving questionnaire” regarding their
driving experiment.

The driving simulator is an intermediate level simulator. It is interactive
with a fixed base, composed of an entire car (Honda Civic) with fully functional
pedals, steering wheel and dashboard as shown in Fig. 2.

The simulator is parked in a brightly room in the Department of Psychology
at the University of Montreal. The simulator faces a large projection screen
(three metres by four metres), which allows a 70- degree view. The road image
is computerized and projected by an RGB overhead projector. The location and
speed (km/h) of the vehicle on the x, y and z axes are recorded during each
simulation. We used these data for our analysis.
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Fig. 2. Driving simulator used in our experiments.

5 Classification Results

To evaluate our proposed method for automatic detection of the different classes
of drivers’ divided attention, we divided the data collected into trainset (70%)
and testset (30%). The trainset is used to build and train the LSTM model
whereas the testset is used to validate the model. To evaluate the performance
of the LSTM model, we used the precision, recall, and F-measure metrics. The
classification results obtained are presented in Table 4.

Table 4. Classification results.

Classification results

Subtest (T1) Subtest (T2) Subtest (T3)

Precision 0.9645 0.8581 0.8828

Recall 0.9642 0.8559 0.8733

F-Measure 0.9643 0.857 0.8780

As shown in Table 4, our method shows promising results in classifying the
three subtests T1, T2 and T3 with high accuracy. More specifically, the highest
performance was observed in T1 with an F-measure equals to 0.9645, while T2
represents the lowest performance with an F-measure equals to 0.857. The ratio-
nal of having lower F-measure for T2 and T3 compared to T1 is the lack of data
about the moderate and severe classes in these two categories. More participants
should be recruited in the future in order to overcome this limitation. Confusion
matrices obtained for the classification of the three subtests are presented in
Fig. 3
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Fig. 5. Classification accuracy using different values of window size.

As shown in Fig. 5, our proposed method outperforms all the existing state-
of-the-art methods in terms of classification accuracy followed by the K-NN
method and Bayesian networks.

Some limits appear in this study. The first one concerns the number of par-
ticipants. The sample was convenient with only 28 participants coming from
the metropole area of Montreal. A further study has to integrate more par-
ticipants coming from suburban area or countryside to confirm these results.
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Another limit is the age group. We proposed a solution with only one age group
(55 to 79 years old). As people is driving older and older, a comparison should
be interesting between ‘young’ older adults and oldest one (55–74 years-old vs
75–100 years-old).

6 Conclusion

In this paper, we demonstrated the possibility of automatically detecting visual
attention in older drivers based on driving speed data and their score from the
UFOV test. Our method uses a deep learning model based on LSTM to auto-
matically extract features from raw data and to detect with high accuracy the
three different subtests of the UFOV test to determine visual attention of older
drivers. We empirically demonstrated the suitability of the proposed method
and its superiority compared to the state-of-the-art methods. The results of this
research are of great importance for vehicle manufacturers who could integrate
our finding to improve safety and security of older drivers. Moreover, the out-
come of this research could have a great potential in the future to replace UFOV
measure which is not easily reachable for everyone and requires human resources
and temporal planning because of its time consuming.

Acknowledgement. The authors would like to thank the professors Jacques Berg-
eron, University of Montreal, and Charles Gouin Vallerand, TELUQ University, to
share the data used in this study.
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Abstract. We discuss in this paper a study of a smart and unobtru-
sive mattress in a clinical setting on a population with cardiorespiratory
problems. Up to recently, the vast majority of studies with unobtrusive
sensors are done with healthy populations. The unobtrusive monitoring
of the Respiratory Rate (RR) is essential for proposing better diagnoses.
Thus, new industrial and research activity on smart mattresses is tar-
geting respiratory rate in an Internet-of-Things (IoT) context. In our
work, we are interested in the performances of a microbend fiber optic
sensor (FOS) mattress on 81 subjects admitted in the Cardiac Intensive
Care Unit (CICU) by estimating the RR from their ballistocardiograms
(BCG). Our study proposes a new RR estimator, based on harmonic
plus noise models (HNM) and compares it with known estimators such
as MODWT and CLIE. The goal is to examine, using a more represen-
tative and bigger dataset, the performances of these methods and of the
smart mattress in general. Results of applying these three estimators on
the BCG show that MODWT is more accurate with an average mean
absolute error (MAE) of 1.97 ± 2.12 BPM. However, the HNM estimator
has space for improvements with estimation errors of 2.91 ± 4.07 BPM.
The smart mattress works well within a standard RR range of 10–20
breaths-per-minute (BPM) but gets less accurate with a bigger range of
estimation. These results highlight the need to test these sensors in much
more realistic contexts.
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1 Introduction

New sensors for the unobtrusive detection of vital signs have to be tested in a
clinical setting to assess their potential and limits. These sensors are interest-
ing to propose better treatment and care for subjects having cardiorespiratory
problems in an Internet of Things (IoT) context. This is especially important
since long term data is required to offer better and more accurate diagnoses [7].
Recently, smart mattresses acquiring the ballistocardiogram (BCG) [24] have
proven to be reliable. The BCG is the motion of the body following the mechan-
ical action of the heart. Consequently, the BCG also contains the motion from
the respiration. Thus, if a subject rests on a smart mattress, it would be possible
to acquire his vital signs in a completely unobtrusive way during in-bed periods.

Still, most studies on a smart mattress are done using a small number of
healthy and/or young subjects [10,12–14,20]. Thus, having a few number of
subjects or only healthy subjects is not sufficient because the recruited popu-
lations are not representative of the targeted users. Most of the potential users
of these sensors have contrasted health issues and physiological differences such
as being overweight, underweight, young, old, smoker, and non-smoker. All of
these parameters have [8] effects on the quality of the acquired BCG. This is
an issue since we want to extract important vital signs such as the respiratory
rate (RR) from the BCG. The RR has been neglected in the past but is now
more and more in use by nurses and doctors. For instance, an abnormal RR is
a strong marker of serious illness [6].

In this paper, we test the performance of a smart mattress, the microbend
fiber optic sensor (FOS) mattress, during the detection of the RR. This was done
through a study, in a clinical setting, involving 100 subjects having a wide range
of cardiorespiratory problems. We acquired the BCG and estimated the RRs
of the subjects using well-known methods. Maximal Overlap Discrete Wavelet
Transform (MODWT) [22] and Continuous Local Interval Estimation (CLIE)
[2,4] are the two most used vital signs estimators for the RR in the literature.
Although, CLIE hasn’t been tested on an unhealthy population and MODWT
has limits in the range of frequency phenomenons it can capture. Thus, we
propose to enrich the study with a new estimator based on Harmonic plus Noise
Models (HNM)[17].

The rest of this paper is organized as follows: In Sect. 2, we will explore
in more details the use of the BCG as well as the signal processing tools we
selected. In Sect. 3, we detail our experimental methodology study and describe
the population that was recruited. In Sect. 4, we present and analyze the results
of the study. In Sect. 5, we discuss the relevance of the results and justify the
used tools. In Sect. 6, we conclude with a summary of our findings, we show their
limits and propose future relevant work in this field.

2 Background

The BCG signal contains vital signs such as the Heart Rate (HR) and Respira-
tory Rate (RR). It is present in the range of indiscernible motions coming from
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the human body. The BCG measures the ballistic forces generated by the heart,
that is, the mechanical response of the body when the heart ejects the blood
into the vascular tree. Notwithstanding the heart activity, it is also possible to
retrieve the respiratory activity from the motion of the thorax when a subject
inhales and exhales. All other motions present during the sleep also corrupt the
signals Fig. 1.

Fig. 1. A raw BCG signal containing heart activity, respiratory activity and general
body motions. [5]

To retrieve the respiratory activity from the BCG, we need both a very
sensitive force sensor placed under the subject and advanced signal processing
techniques to estimate the information. New generations of sensor-based mat-
tress can unobtrusively monitor the BCG by being placed under the sheets or
even under the bed mattress.

Recently, an interesting microbend FOS, embedded in a small mattress, has
been developed [24]. This microbend FOS provides a new way of acquiring the
mechanical activity of the human body. It is achieved through the intensity
attenuation of the light passing through an optic fiber in response to a mechanical
stimulus on the fiber [26]. Figure 2 shows the principle of the microbend FOS.
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used an FOS mattress to acquire the BCG of subjects during headrest on a chair.
Research using this sensor has given promising results, showing high accuracy
for that technology.

Nevertheless, as it has been mentioned earlier, such sensors also require
advanced signal processing algorithms to estimate the vital signs and more pre-
cisely the RR from the raw BCG signal. Multiple estimators have been tested
like wavelets [22], empirical mode decomposition (EMD) [23], cepstrum analysis
[5,27], clustering [3], standard filtering [14], bayesian fusion [4] and fast Fourier
transforms (FFT) [11]. Two methods stand out in the literature for having good
results on wider groups of subjects: (1) MODWT and (2) CLIE. These algorithms
can be considered as reference methods in the literature. We use them not only
as a reference to validate the smart mattress on a symptomatic population, but
also to validate the new HNM method we developed.

Maximal Overlap Discrete Wavelet Transform (MODWT). It is a
method to gain a spectro-temporal representation of studied signal by pass-
ing it through multiple and customizable narrow filters at arbitrarily selected
levels. It is often used for signal denoising as well as for feature extraction. Jin
et al. [9] detected the heart rate with a peak searching algorithm and wavelet
shrinkage. Sadek et al. [22] implemented the Maximal Overlap Discrete Wavelet
Transform (MODWT) to extract the BCG signal from a microbend FOS. Pre-
vious studies [15,18,22] have shown that wavelets and especially MODWT fare
better than other algorithms such as clustering and EMD. DWT’s strengths rely
on its ability to split the signal into multiple levels of frequency components. It
is, however, harder to select the right level of frequency components to represent
the desired phenomenons.

Continuous Local Interval Estimation (CLIE). It is developed by Bruser
et al. [4] and uses the Bayesian fusion of three estimators of the interval between
heartbeats. These indicators are respectively i a modified version of the auto-
correlation method [19], ii a modified version of the average magnitude differ-
ence function (AMDF) [21] and (3) the maximum amplitude pairs (MAP). Using
Bayesian mathematics, the three estimators are fused as seen in Fig. 3. This esti-
mator has also been used in a single [4] and multichannel [2] context. It offers a
much more robust and reliable estimation of the interval between heartbeats. It
has, however, not been tested for estimating the RR.

Harmonic Plus Noise Models (HNM). It represents a signal as a sum of
harmonic parts and a noise part [25]. By using special methods like the one
developed by Pantazis et al. [17], it is possible to estimate the harmonics of
this HNM. This method, known as the iterative estimation of sinusoidal sig-
nal parameters, only needs the fundamental frequency of the signal to build a
model of it. The goal with HNM is to construct a synthetic representation of the
respiration signal. The synthetic signal can be written as follow:

ŝ = sh(t) + sn(t) (1)
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Fig. 3. Example of the fusion of autocorrelation, AMDF and MAP estimators as pro-
posed by Bruser et al. [4]. Each of the estimators proposes its probability distribution
of the most probable interval between two heartbeats. The fusion of the three of them,
in the bottom graph, shows more robustness in the quality of the estimation than the
three separate estimators.

The harmonic part is modeled as a sum of harmonics:

sh(t) =
L∑

k=−L

Ak(t)cos (2 ∗ πkf0t + φk(t)) , (2)

where L denotes the number of harmonics included in the harmonic part, φk(t)
is the temporal phase of the kth harmonic, f0 denotes the fundamental frequency
and Ak denotes the amplitude of the sinusoidal components.

The noise part is commonly considered as white Gaussian noise synchronized
with the harmonic part.

In the next section, we explain our experimental setup for conducting the
study at a hospital as well as the specifics of the population recruited into the
study. We also describe the methods we used to extract the RR from an FOS
mattress as well.

3 Methodology

Experimental Setup. The study for this work was conducted in the Centre
Hospitalier de l’Universite de Montreal (CHUM) at the Cardiac Intensive Care
Unit (CICU) in Montreal, Canada. This study was reviewed and approved by
the TELUQ, ETS and CHUM institutional review board (IRB). We approached
patients already admitted in the CICU who were i conscious and able to give
informed consent, ii french-speaker, iii at least the whole night in the CICU and
iv able to be lightly mobilized for the installation of the smart mattress.
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Once patients accepted to take part in the study, we collected data from
their health records such as their demographic and anthropomorphic data (age,
weight, height, etc.). We then installed the smart mattress directly under the
sheets of their bed at the level of their thorax, as visible in Fig. 4. They could
still move as they wished during the recording.

Fig. 4. Positioning of the smart mattress (1) and its acquisition box (3). On the left,
we see the smart mattress (1) encased in a waterproof pillowcase. This is to protect
it against standard biohazards present in a hospital as well as to meet the sanitary
requisites of the hospital. On both images, we see the fiber optic cable (2) going from
the smart mattress (1) to the acquisition box (3).

We then started a recording of the movements of the subject which would
last more or less 24 h, depending on the length of the stay. After the recording,
the smart mattress would be removed from the subject’s bed. The data recorded
by the system is then extracted on a normal computer as a *.csv file.

The reference values of the hospital, which serve as ground truth for future
estimations of our system, were also extracted from the hospital’ systems.

Hardware. The microbend FOS technology allowed us to record raw BCGs
with their system. The raw data is sampled at 50 Hz by the acquisition module.
Through a debug port on the acquisition module, the time serie of the BCG
was stored on a Raspberry Pi 3 B+. The reference values of the hospital’ sys-
tems were acquired through the CARESCAPE Monitor B850 of GE Healthcare.
The CARESCAPE monitor recorded, amongst other values, the ElectroCar-
dioGram (ECG), PhotoPlethysmoGraph (PPG) and Impedance PneumoGram
(IPG). The CARESCAPE monitor also recorded the time occurrence of anoma-
lous events such as TachyCardia (TC), BradyCardia (BC) and Atrial Fibrillation
(AF).

The extracted recordings of the smart mattress and the CARESCAPE moni-
tor were all processed on Intel(R) Core(TM) i7-6700 CPU @ 3.40 GHz computer
using Python 3.7.
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Dataset. We have recruited 100 patients that were admitted for the night at
the CICU. 20 patients were removed from the study because of (1) missing data
or (2) unforeseen leave from the CICU. When a patient leaves the hospital, his
recordings are automatically deleted from their systems. Thus, it was impossible
to compare the recorded BCG with the reference. In total, 80 patients with a
maximum of 24 h of recorded data (53 male, 27 female; age 65.58 ± 12.58 years
old; height 168.65±9.35 cm; weight 77.94±18.31 kg) are used for RR detection.
The available data compiles 1520 h of recordings.

Filtering and Artefacts Removal. The data went first through a bidirec-
tional Butterworth bandpass filter of 5th order with bandpass frequencies of 0.1
to 2 Hz. Moreover, the motions from a subject may quickly decrease the quality
of the signal. Therefore, the motions were removed from the raw signals using a
simple thresholding technique. We added bottom and upper variance thresholds
to remove parts of the recordings where the bed was empty and where there was
too much motion. We experimented on the size of the sliding window as well
as the values of the thresholds. By looking at samples of performance results,
we adjusted these parameters to yield maximal precision during estimations.
With a sliding window of 6 s, the bottom threshold was set at 0.01 times the
variance of the whole complete recording. The upper threshold was set at 10
times the complete recording. Signal segments with a variance outside of these
limits were automatically removed with a mask in the end. These parts of the
signal generally include motions like turning over, getting in or out of bed and
coughing. Since the sensor is a single motion sensor, it remains hard to detect
which position the subject is in. Therefore, we keep every segment of the signal
with low variance even if the subject is in an undesirable posture.

3.1 RR Estimation

To estimate the RR, we used each of the RR estimation technique with a sliding
window of 800 samples (16 s). Windows overlapped by 50% (8 s). All parame-
ters were optimized, while the others were fixed, by choosing the value yielding
the best estimation performance at the end of the processing chain. Optimized
parameters, for our study, include the selected wavelet, its coefficient level, the
low and high periods of the CLIE method and the number of harmonics used
for synthesizing the signal using HNM.

MODWT. It is one of the estimators that yielded good results in the past.
The approach we use is similar to that of Sadek et al. [22]. We use the Symlet
8 (Sym8) wavelet transform to extract the coefficients of the filtered signal. The
6-th level of the approximation coefficients is selected since it represents best the
respiration cycle in the BCG. We then apply a basic peak searching algorithm
to extract the mean period between peaks and, thus, the RR.

CLIE. It is implemented as per the work of Bruser et al. [4]. Since they used
it to detect the heart rate, we adapted some parameters to capture the period
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range of the RR instead of the HR. The lowest period Tmin was set to 1 s and
the highest period Tmax was set to 10 s.

HNM. When working with the BCG, the heart, respiration, and noise signals
are mixed. It is possible to build a synthetic heart signal from its original version
using an HNM. It is critical, though, that we estimate the fundamental frequency
f0 of the heart as close as possible to the truth. We do this using an FFT with
Harmonic Artifact Rejection (HAR) as proposed by Beattie et al. [1]. A set
of heuristics will work to eliminate higher and lower amplitudes harmonics to
make sure we extract the true fundamental frequency of the heart. This is more
efficient than simply selecting the highest amplitude frequency in the FFT.

We then build an HNM using this frequency by applying the same operations
as Pantazis et al. [17]. The filtered signal is directly fed to the HNM algorithm
and we build an HNM with L = 6 harmonics of the fundamental heart frequency.
We then subtract this HNM from the original signal. This yielded the estimated
true respiration component from which we selected, using the highest spectral
peak, the fundamental respiration frequency.

4 Results and Discussion

We extracted the average Mean Absolute Error (MAE), Root Mean Squared
Error (RMSE) and Standard Deviation (SD) of the Absolute Error (AE) for
every recording on 81 patients. The AE is the absolute difference between an
estimate of the RR and the RR from the ground truth. Every metric is expressed
in Breaths Per Minute (BPM). This yielded the following results for the HNM,
CLIE and MODWT estimators.

Table 1. Performances of estimators in relation to ground truth for different ranges of
RR

Estimator Average MAE (BPM) RMSE (BPM) SD (BPM)

All RR estimates

HNM 6.29 10.29 8.14

CLIE 8.71 12.11 8.37

MODWT 4.57 8.27 6.89

Between 5 and 30 BPM

HNM 4.64 7.04 5.30

CLIE 7.18 9.17 5.71

MODWT 2.89 4.17 3.01

Between 10 and 20 BPM

HNM 2.91 5.00 4.07

CLIE 5.38 7.39 5.06

MODWT 1.97 2.89 2.12
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We separated the results for 3 ranges of reference values. The top part of
Table 1 represents the performances on all possible values of the recorded refer-
ence. This allows us to view if the estimators work well for big (>30 BPM) and
small (<10 BPM) reference values. The middle part shows results with refer-
ence limits between 5 and 30 BPM. Finally, in the bottom part, we look at the
performances between 10 and 20 BPM, which are standard values for the RR
of healthy subjects. Figure 5 shows the agreement between the methods and the
reference equipment using Bland-Altman analyses. Our artifact removal method
yielded a mean coverage of 76.62% ± 12.05%.

Fig. 5. These 3 Bland Altman graphs represent the agreement of each method during
the estimation of the RR. The left graph represents the agreement for HNM, the middle
graph is the agreement for CLIE and the right graph is the agreement for MODWT.

It is possible to view the results of Table 1, as good indicators of the caveats
of RR and even HR estimators. Most studies preoccupy themselves with per-
formances concerning a healthy population. Thus, the subjects of these studies
have vital signs within the standard limits. For instance, Paalasmaa et al. [16]
had a mean error on the HR of 0.78 BPM for 46 healthy subjects. Our best
results, lower than theirs, of 1.97 ± 2.12 BPM is with unhealthy subjects and
within a strict range. It drops to 4.57 ± 6.892 BPM with the entire range of RR
values. This shows that when facing high variance in the recorded RR values
and unhealthy subjects, the quality of the estimations decreases rapidly for esti-
mators that would have similar performances on a similar dataset. An estimator
should be able to keep the same performances no matter the reference values
and the type of subject. However, we see that previously developed estimators,
as well as our HNM estimator, have troubles in finding very high or very low
RR values. This especially apparent in every Bland-Altman analyses, where we
observe a difference proportional to the mean of the methods. To put it simply,
the methods work well between 10 and 20 BPM rates but will overestimate for
slower rates and underestimate for faster rates.

Moreover, with every result, we can observe an SD as big or bigger than the
average MAE. This means that there are multiple bad estimations but that it is
common for the estimator to give results of the right order of magnitude. This
is even more apparent with the HNM estimator. Most of the HNM’s estimations
are directly related to the fundamental frequency estimation, before building the
HNM model. The computed fundamental frequency needs to be exactly right if
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we want to build a high-fidelity model of the respiration. This means that the
HAR we used is not as efficient as we thought in finding the right fundamental
frequency, thus leading to incorrect models and incorrect true RR estimations.

CLIE is generally seen as the golden standard for estimating the HR. Its
performance, however, diminishes in a single channel setup with the RR. It is too
sensitive to the heart rate, which we can’t remove from the signal perfectly with
basic bandpass filtering. With many subjects, the heart signal is often stronger
than the respiration signal. In other cases, we see the opposite situation. Thus,
during the fusion of the three sub-estimators of CLIE (autocorrelation, AMDF,



Study of a Smart Mattress 71

References

1. Beattie, Z.T., Jacobs, P.G., Riley, T.C., Hagen, C.C.: A time-frequency respiration
tracking system using non-contact bed sensors with harmonic artifact rejection. In:
2015 37th Annual International Conference of the IEEE Engineering in Medicine
and Biology Society (EMBC), pp. 8111–8114, August 2015
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Abstract. The quality of sleep has a significant impact on health and
life. This study adopts the structure of hierarchical classification to
develop an automatic sleep stage classification system using ballistocar-
diogram (BCG) signals. A leave-one-subject-out cross validation (LOSO-
CS) procedure is used for testing classification performance. Convolu-
tional Neural Networks (CNNs), Long Short-Term Memory (LSTM),
and Deep Neural Networks DNNs are complementary in their model-
ing capabilities; while CNNs have the advantage of reducing frequency
variations, LSTMs are good at temporal modeling. A transfer learning
(TL) technique is used to pre-train our CNN model on posture data and
then fine-tune it on the sleep stage data. We used a ballistocardiography
(BCG) bed sensor to collect both posture and sleep stage data to pro-
vide a non-invasive, in-home monitoring system that tracks changes in
health of the subjects over time. Polysomnography (PSG) data from a
sleep lab was used as the ground truth for sleep stages, with the empha-
sis on three sleep stages, specifically, awake, rapid eye movement (REM)
and non-REM sleep (NREM). Our results show an accuracy of 95.3%,
84% and 93.1% for awake, REM and NREM respectively on a group of
patients from the sleep lab.

Keywords: Sleep stages · Transfer learning · BCG bed sensor · Deep
learning

1 Introduction

Sleep is a critical physiological phenomenon for recovery from mental and phys-
ical fatigue. Lately, there has been much interest in the quality of sleep, and
research is actively underway. In particular, it is vital to have a repetitive and
regular sleep cycle for good sleep. Nevertheless, it takes much time to determine
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sleep stages using physiological signals by experts. A person with a sleep disorder
such as apnea will stop breathing for a while throughout sleep. If it regularly
happens, sleep disorders can be risky for health. An early step in diagnosing
these disorders is the classification of sleep stages [4,13].

Unfortunately, sleep disorders have been affecting many people around the
world in different ways. Whatever the cause of these disorders, the consequences
can be severe. The quality of sleep depends on the number and order of these
stages. The names of these stages, are Wake, Non-REM1, Non-REM2, Non-
REM3, and REM. Detection of any sleep disorder, such as sleep apnea, insomnia,
or narcolepsy, requires a correct staging of sleep [2,18].

Classification of sleep stages is also essential for managing the quality of sleep.
Sleep studies depend on manual scoring of sleep stages from raw polysomnog-
raphy signals, which is a tedious visual task. Thus, research efforts to develop
an automatic sleep stage scoring based on machine learning techniques have
been carried out in the last several years [19]. Convolutional neural networks
(CNN) [14] and Long-Short Term Memory Recurrent Neural Networks (LSTM)
[15] provide an interesting framework for automated classification of sleep based
on raw waveforms. In the past few years, Deep Neural Networks (DNNs) have
accomplished tremendous success for time series tasks compared to traditional
machine learning systems. Recently, further improvements over DNNs have been
obtained with alternative types of neural network architectures. CNNs, LSTMs,
and DNNs are individually limited in their modeling capabilities, and we believe
that time series data classification can be improved by combining these net-
works in a unified framework. The classification of time series signals presents
many challenges that make it a uniquely difficult problem in machine learning.
Many feature extraction approaches in time series face issues related to the non-
stationary nature of the signal when the probability distribution does not change
over time. Accordingly, features such as mean and variance will not change. Fur-
thermore, the physiological signals are very noisy, being susceptible to factors
such as posture, mood, physical movement, and external noise [8]. Lack of com-
parability between experiments is another issue that can be faced in this field.
Unlike in image classification, there are no standard time series datasets used as
performance benchmarks [16,20]. Some approaches use models for individuals,
while others try to make a general model, training, and testing with samples
from all individuals at one time.

In this paper, we propose a method for classifying sleep stages based on the
CNN, LSTM and DNN with the help of transfer learning. More specifically, we
use a transfer learning technique to train our network model with sleep posture
data for 56 subjects (source dataset) and use it for sleep stage classification
(target data). The sleep data was obtained from 5 subjects and it was collected in
the Boone Hospital Center (BHC) in Columbia, MO, USA under the University
of Missouri IRB approval, project number 2008526. The main contribution of this
work is developing a new deep model architecture that utilizes CNNs and LSTMs
to classify sleep stage data. The CNNs are trained to learn filters that extract
time-invariant features from the BCG signals while the LSTMs are trained to
encode temporal information such as sleep stage transition rules.



Non-invasive Classification of Sleep Stages with a Hydraulic Bed Sensor 75

2 Sensors and Datasets

A home monitoring system using a ballistocardiography (BCG) hydraulic sen-
sor has been developed to monitor sleep at home (see Fig. 1). The hydraulic
bed sensor has been developed at the Center for Eldercare and Rehabilitation
Technology (CERT) at the University of Missouri. A BCG device provides a
noninvasive, low-cost, and robust solution for capturing physiological parame-
ters such as heart rate and respiration rate, during sleep [6,10,11]. The BCG
sensor has four transducers. Each transducer is composed of a water tube with
a pressure sensor placed at one end. The water tube is 50 cm long and 6 cm wide
and it is filled with about 0.4 liters of water. The BCG sensor is placed under
the mattress, parallel to the body direction, to provide sleeping comfort and not
to disturb a person’s normal sleep pattern.

The pressure outputs are coupled to a Maxim MAX7401 which is a filtering
circuit that consists of a 741 operational amplifier and an 8th-order integrated
Bessel filter [3,9]. The four-channel signal is sampled and quantized to 12-bit
precision. The BCG signal acquired from the sensor is superimposed over the
respiration signal. The four matching transducers are independent; consequently,
the data quality collected by those transducers might vary depending on the
subject’s sleeping position, type of bed (e.g., material, thickness, etc.) and the
physical characteristics of the subject such as age and body mass index (BMI).
In this study, two kinds of datasets have been collected utilizing our bed sensor:
sleep posture and sleep stages.

Fig. 1. Hydraulic bed sensor system.

2.1 Posture Dataset

A total of 56 young healthy subjects (About 75.8% of males and 24.2% of
females) were asked to lie still in our lab for one minute on each of the four main
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postures, supine, prone, left lateral and right lateral. The data collection pro-
cedure was approved by the University of Missouri Institutional Review Board
(MUIRB). The bed sensor produced data sampled at 100 Hz. The subjects age
ranged between 18 and 49 years (mean 29.27 years); the weight ranged between
48 and 184 kg (mean 77.40 kg); the height ranged between 100 and 190 cm (mean
173.04 cm); the average body mass index was 27.34 kg/m2, ranged between 18.1
and 184 kg/m2.

2.2 Sleep Stage Dataset

Sleep stage data was collected from consenting patients by a sleep-credentialed
physician during the regularly scheduled PSG studies conducted in the sleep
lab of the Boone Hospital Center (BHC) in Columbia, MO, USA. In addition
to the regular PSG equipment, we placed our hydraulic bed sensor under the
study bed mattress. The scoring system for staging the sleep was based on the
American Academy of Sleep Medicine Manual (AASM) [1], which is the standard
for scoring sleep stages and it provides guidelines for associated events during
sleep. Sleep stage scoring in 30-second epochs is required for the AASM protocol.
A program produced by Natus SleepWorks (Natus Medical Inc., San Carlos,
CA, USA) was used in the BHC sleep lab to assist the staff in monitoring a
patient throughout the night. SleepWorks not only collects the PSG data but
also performs a video recording of the entire night. The technician can view the
patient’s sleep video if they have any uncertainty about the data. SleepWorks
can also provide an initial analysis of the collected data and can generate a
report, which helps the sleep physicians who make treatment recommendations.

The BHC sleep lab provides de-identified polysomnography (PSG) data with
a sample rate of 256 Hz. PSG is a multiparametric recording method used in
sleep labs to monitor physiological changes throughout sleep. It is a consistent
tool for diagnosing sleep disorders, and it can similarly help adjust treatment.
Moreover, a technician scores each patient’s clinical events (e.g., limb movements,
respiratory and cardiac events, and arousals) using the American Academy of
Sleep Medicine (AASM) standards. PSG is used in this research as ground truth
for our bed sensor signals. The hypnogram is one PSG outcome that displays
the sleep stages as a function of time (Fig. 2). Sleep stages are annotated in
30-second epochs. From top to bottom, the sleep stages are Wake (W), REM
(R), NREM1 (N1), NREM2 (N2), and NREM3 (N3). For the patient shown in
Fig. 2, 742 epochs were monitored during sleep. REM sleep happened between
epoch 392 and epoch 485, also highlighted in red.

Those who participated in the sleep study are likely to have a sleep disor-
der. The partial and the complete collapse of the airways are called hypopnea
and apnea, respectively. Lack of airflow will affect breathing patterns and then
influence sleep stage sequence. The Apnea-hypopnea index (AHI) represents the
number of apnea and hypopnea events per hour during sleep. Based on the
AASM, the mild sleep apnea AHI is between 5 and 15. In this study, we did not
use the data collected from patients with severe apnea symptoms. For this study,
we selected five sleep lab patients with a low Apnea-hypopnea index (AHI), so
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Fig. 2. Hypnogram of an entire night exported from a PSG system. (Color figure
online)

that each one has sufficient REM, NREM, and Wake sleep stages during the
night.

2.3 Data Preprocessing

We present the preprocessing steps for our data. For the posture data, we trun-
cate the signals utilizing the percentile method [21] to remove any noise that
was introduced due to the desynchronization between the time of leaving the
bed and stopping recording the signal. After denoising, we normalize the data
by utilizing standard score normalization technique. Then we down-sample the
data to 100 Hz and shuffle it to prepare it for net training. To account for the
varying length of the signals, we divide the preprocessed bed sensor signals into
5-second segments with 80% overlap. Each output label corresponds to a seg-
ment of the input. Together the output labels cover the full sequence. The above
two algorithms are applied on posture and sleep stage data. Another algorithm
is applied for sleep stages only, which are the rules from [22] that help to improve
the accuracy about 1%. These rules can be illustrated as followed:

– For three consecutive 30s epochs, if the center one is not the same as the
other two and the other two are the same, change the center one to the same
stage as the other two epochs. However, the center epoch is not changed if it
is an Awake stage.

– For every three 30s epochs, if the sleep stages are all different, the center
epoch is removed from the recording. Similarly, this rule does not apply to
the Awake stage.

– If REM stages show up in the first hour, these stages are removed from the
recording.

3 Architecture Design

We propose a new architecture to classify BCG bed sensor data (see Fig. 3.). The
network takes as input the windows of time series of filtered BCG signal and
outputs a sequence of label predictions. The basic block is a convolution layer
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followed by a batch normalization layer [7], Rectified Linear Unit (ReLU) activa-
tion layer, and max-pooling layer. We similarly employ shortcut connections to
those found in the Residual Network architecture [5] to make the optimization of
such a network manageable. The shortcut connections between neural network
layers enhance training by permitting by permitting information to propagate
well in deep neural networks. The convolutional layers in the first and second
blocks have 8 filters; this number of filters doubles in successive blocks until it
reaches 32 in the last block. Moreover, the Max Pooling layer helps to subsample
the input to become one-fourth of the input sample at the top layer since Max
Pool is set to size two. When a block subsamples the input, the corresponding
shortcut connections also subsample their input using a Max Pooling operation
with the same subsample size. We next pass the CNN block output to LSTM
layers with 128 units, which are appropriate for modeling the signal in time.

Regularization techniques are employed in our architecture to reduce over-
fitting effects during training. Regularization techniques help keep the model
from becoming too complex and specific to the training data, thus reducing the
tendency to overfit. In this paper, two regularization techniques were used. The
first technique was a dropout, which randomly sets the input value to zero with
a certain probability [17]. A probability of 0.5 was used in the dropout layer
after LSTM, as shown in Fig. 3. The second technique was L2 weight decay,
which adds a penalty term into the loss function. L2 regularization is a typi-
cal technique used in many optimization methods, in which the squared sum
of the weights is applied as a penalty to the optimization function. In essence,
this weighs the advantage of increased classification of the training data against
model complexity. By preventing the model from becoming too complicated,
memorization of the training data is reduced, and a more generalizable model is
developed.
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Fig. 3. The proposed architecture of the network

4 Training and Experimental Results

Transfer learning is employed in the experiments of this paper to classify sleep
stages. Transfer learning is a technique wherein the knowledge gained from train-
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ing a model on a dataset (source) can be reused as a starting point, when fine-
tuning the model on another dataset (target). This is usually done when the
target dataset is not as rich as the source, and hence, a complex deep network
would have more trouble training only on the target. Consequently, we split the
network model training into two distinct phases. First, our model is trained on
the class-balanced training posture dataset of 56 people using five-fold cross-
validation. Then, the network weights obtained in the first phase are used as an
initialization for the second phase of training on sleep stage data subjects.

We conducted LOSO-CS to fine-tune the sleep stage data. Each time (fold),
one patient was left out for testing while the remaining four patients were used
to train the DNN networks. In the testing part, we utilize a hierarchical classifi-
cation scheme for our automatic sleep stage classification system. This structure
is composed of two layers. The first layer separates wake from the sleep, which
is a union of REM and NREM, in a binary classification problem. Next, all
the epochs classified as sleep are fed into the next layer to classify the REM and
NREM epochs further. The last block of the architecture, shown in Fig. 3 is used
to fine-tune the sleep stage data. In the first phase, the optimal hyperparameters
for the model are carefully chosen for a given dataset. The model is at that time
fine-tuned on the given dataset with these hyperparameter settings.

Training overnight raw sleep stage data using DNN is time-consuming. More-
over, the ground truth of the posture data is more reliable than the ground truth
of sleep stage data. Deep learning models with transfer learning can, however,
successfully converge on short-time data (sleep posture data) split across multiple
subjects. By training a model over multiple posture data subjects, we obtained
an initialization that is then used for fine-tuning our model on the sleep stage
data. Based on Williams et al. [20], this process is hypothesized to make conver-
gence on an individual’s data more likely; it should also provide stronger general
filters in the first layers of the neural network.

Fig. 4. Confusion matrix of leave-one-subject-out hierarchical sleep stages classification
utilizing posture data knowledge (a) Training phase, Class 0: Wake, Class 1: Sleep (b)
Training phase, Class 0: REM, Class 1: NREM (c) Hierarchical testing phase Class 0:
Wake, Class 1: REM, Class 2: NREM
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Figure 4(a) and (b) show the average of fine-tuned training five-fold LOSO-
CS sleep stage data to classify wake from sleep and to classify REM from NREM
respectively. Figure 4(c) shows the average of hierarchical fine-tuned testing five-
fold LOSO-CS sleep stage data. Clearly, our model was able to classify the
sleep stage classes better than the results reported by Yi, et al. [23] which were
79.9%, 78.8%, and 88.8% sensitivity for wake, REM, and NREM respectively; the
previous work has been done using the same data and the same sensor, but with
traditional machine learning algorithms. Table 1 shows the percentage of epochs
that are correctly classified for each class Wake, REM, and NREM comparing to
the percentage ground truth. The sleep stage agreement was 3.64%, 2.76%, and
8.920% for the Wake, REM, and NREM, respectively. This agreement result is
much better than the agreement reported by Rosenberg et al. [12], which was
82.6% as the highest agreement averaged for REM and 63.0% as the lowest
agreement averaged for NREM. From the results shown in Fig. 4, and Table 4, it
is worth to mention the misclassification of the Wake as Sleep in the first layer
in the hierarchical method is fed into the second layer, which has a cumulative
impact on the second layer classification.

Table 1. Selected five sleep lab patients with a low Apnea-hypopnea index (AHI).

Information Ground truth Predicted labels

Subject Gender Age Wake (%) REM (%) REM (%) Wake (%) REM (%) NREM (%)

1 F 69 21.57 14.13 64.29 19.13 11.54 54.32

2 M 66 14.95 16.61 68.44 13.53 13.39 57.14

3 M 68 33.76 12.3 53.94 29.83 10.04 45.03

4 F 66 46.98 7.32 45.7 42.01 6.03 39.07

5 F 62 29.85 19.53 50.63 25.58 15.75 43.74

5 Conclusion

In this paper, we have developed a deep learning-based hierarchical classifica-
tion method for automatic sleep stage classification based on BCG data. The
deep learning model is a state-of-the-art algorithm that consists of a stacked
CNN-LSTM model. The proposed model was trained using a transfer learning
approach that achieved a significantly improved performance in comparison to
similar studies. The results of the leave-one-out cross-validation strategy showed
potential in automatically classifying sleep stage epochs. Our sleep monitoring
system based on the BCG can indeed provide a more natural way of diagnosing
sleep problems, and make long-term sleep monitoring possible. However, to vali-
date our algorithms we used a selected, balanced dataset with a reduced level of
noise. We are currently working to increase the robustness of our methodology
and validate it for patients with reduced REM and high AHI.
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Abstract. In this paper, we present a convolutional gated recurrent
neural network (CGRNN) to predict epileptic seizures based on features
extracted from EEG data that represent the temporal aspect and the
frequency aspect of the signal. Using a dataset collected in the Chil-
dren’s Hospital of Boston, CGRNN can predict epileptic seizures between
35 min and 5min in advance. Our experimental results indicate that the
performance of CGRNN varies between patients. We achieve an average
sensitivity of 89% and a mean accuracy of 75.6% for the patients in the
data set, with a mean False Positive Rate (FPR) of 1.6 per hour.

Keywords: Epilepsy · Elecroencephalogram · Spectrogram · STFT ·
CNN · GRU · Seizure prediction

1 Introduction

Epilepsy is a complex neurological disorder, manifested by unexpected and
unprovoked seizures due to abnormally excessive or synchronous neuronal activ-
ity in the brain. There are various forms of epileptic seizures, and the symptoms
differ from one person to another. Epileptic seizures can be accompanied with
a loss of consciousness that leads to serious injuries with residual disabilities
and even to death. Also, people with epilepsy are socially discriminated due to
a widespread lack of knowledge, negative public attitudes, and misconceptions
about the disease that reduce their self-esteem.

Therefore, it is crucial to predict epileptic seizures before they happen. This
is a challenging problem attracting researchers from several disciplines. Existing
approaches [3,8,10–12,17,19–21,23] can be divided into two categories. The first
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category [3,6,8,16,19,20,23] includes seizure detection approaches that are usu-
ally used by health professionals to improve diagnostic capabilities. In fact, they
do not allow us to prevent the consequences of epileptic seizures. The second
category [10–12,17,21] focuses on seizure prediction to improve a patient’s qual-
ity of life. One approach [17] is based on a combination of a convolutional neural
network (CNN) and a long short-term memory network (LSTM). It achieves
promising results. Other approaches are essentially based on the use of a single
type of deep learning network, such as a CNN or a recurrent neural network
(RNN) variant (e.g., RNN vanilla, LSTM, gated recurrent unit (GRU)). GRU
networks have shown good results in temporal sequence modeling and especially
in the detection of different seizure phases [12,19,22].

In this paper, we present a novel convolutional gated recurrent neural net-
work (CGRNN) to predict epileptic seizures. It is a combination of CNN and
GRU. The proposed approach is a patient-specific predictor that allows us to
predict epileptic seizures on the basis of the electrical activity of the brain (EEG
signals). Our CGRNN takes into consideration the temporal aspect as well as
the frequency aspect of the EEG signal. Using a data set collected in the Chil-
dren’s Hospital of Boston, CGRNN can predict epileptic seizures between 35 min
and 5 min in advance. Our experimental results indicate that the performance
of CGRNN varies between patients. We achieve an average sensitivity of 89%
and a mean accuracy of 75.6% for the 13 patients in the data set, with a FPR
ranging from 0 to 6.57 per hour.

The paper is organized as follows. Section 2 explains basic concepts of epilepsy
disorder. Related work is discussed in Sect. 3. In Sect. 4, we present our proposed
approach. Section 5 discusses the experimental setup and our obtained results.
Section 6 concludes the paper and outlines areas for future research.

2 Background

2.1 Epilepsy

Epilepsy is a chronic neurological disease that affects people of all ages and has
a worldwide distribution [4]. It affects approximately 65 million people in the
world [14] and is considered as the fourth most common neurological disease [4].
The cardinal manifestations of epilepsy are epileptic seizures, i.e., recurrent
paroxysmal events characterized by stereotyped behavioral alterations reflect-
ing the neural mechanisms involved in the epileptic process [5]. The recurrence
of seizures and their unpredictability cause major concerns for patients and their
family and have physical and psychological consequences. Therefore, epilepsy is
a burdensome neurological disorder. Despite the growing number of antiepileptic
drugs, almost 30% of epilepsy cases are intractable with uncontrolled epileptic
seizures. These events have several phases that may not be visible or easily dis-
tinguishable from each other [4]:
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– The pre-ictal phase refers to the period just before a seizure [15].
– The ictal phase lasts from the initial symptoms of the seizure (including an

aura) until the end of the abnormal activity.
– The post-ictal phase occurs when the seizure ends. It is the period of

recovering from the seizure’s symptoms [4].
– The inter-ictal phase is the normal state for people with epilepsy (99%

of their life). In this phase, these persons have abnormal waveforms in EEG
records that are not associated with seizure symptoms [15].

2.2 EEG

Epileptic seizures are related to the electrical activity of the brain. Therefore,
electroencephalography (EEG) is the most effective way to determine the epilep-
togenic cortex. EEG [2] is an electrophysiological exploration method to measure
the electrical activity of the brain using electrodes fixed on the scalp. Since EEG
can detect any abnormal brain activity, it is mainly used for epilepsy diagnosis
and seizure analysis. Figure 1 shows the EEG signal of a patient that has expe-
rienced a seizure. It is evident that a seizure can be visually distinguished from
a normal brain signal.

Seizure start

Fig. 1. Exemple of normal and seizure EEG recordings
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3 Related Work

In this section, different approaches related to seizure detection and prediction
are presented.

3.1 Epileptic Seizure Detection

Thodoroff et al. [20] proposed patient-specific and cross-patient epileptic seizure
detectors. Both are based on features extracted from spatial, temporal, and fre-
quency information of the EEG recordings. EEG data was first transformed into
an image representation that integrates spatial domain knowledge (i.e., elec-
trode’s positions). Then, the data was fed into a recurrent convolutional neural
network that combines CNN and LSTM networks.

The method presented by Yuan et al. [23] detects epileptic seizure onsets.
It combines features extracted from handcrafted engineering methods and deep
learning approaches. The authors used short-time Fourier transforms (STFT) for
image based representation and a stacked sparse denoising autoencoders (SSDA)
for data classification. An SSDA-based channel selection procedure was adopted
to reduce the dimension of features by considering the correlation of EEG chan-
nels.

Talathi [19] proposed a deep learning framework for epileptic seizure detec-
tion. He developed a RNN with GRU hidden units for the classification task.
Raw input data was directly used after a minimal pre-processing step. The model
achieved 99.6% accuracy on the validation data set and can detect about 98%
of epileptic seizures within the first 5 s of the event.

Golmohammadi et al. [8] presented two RNN variants for seizure detection:
LSTM and GRU. Both recurrent variants are based on handcrafted features,
and each of them is integrated into a CNN. The experiments revealed that the
convolutional LSTM network has slightly better results than the convolutional
GRU network. In fact, both networks achieved 30% sensitivity, but with 6 false
alarms per day (FA/24h) for LSTM and 21 FA/24h for GRU.

Choi et al. [3] proposed a multi-scale 3D-CNN with a bidirectional GRU
model for cross-patient seizure detection. The authors used STFT to get spectral
and temporal features from EEG signals. They also considered spatial features
extracted from electrode positions. The proposed model [3] was evaluated on two
data sets: the Boston Children’s Hospital MIT scalp EEG data set (CHB-MIT)
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considered only data from 13 patients over 24 cases when considering the CHB-
MIT database. These patients have less than 10 seizures per day and at least 3 h
of inter-ictal signals. STFT has been applied on raw data to build spectrograms.
The proposed model is patient-oriented. It achieved a sensitivity of 81.4%, 81.2%,
and 75% and a FPR of 0.06/h, 0.16/h, and 0.21/h, for the 3 data sets mentioned
above, respectively.

In the context of the AES Seizure Prediction Challenge organised by Kaggle,
Korshunova [11] implemented two models for seizure prediction. She proposed
a CNN architecture and also explored a classifier based on logistic regression
and linear discriminant analysis. The iEEG data used in the competition was
recorded from 5 dogs and 2 humans. It was transformed into spectrograms by
applying a discrete Fourier transform (DFT) before being fed to the models.

Larmuseau [12] compared three RNNs for seizure prediction: vanilla RNN,
GRU, and LSTM. iEEG data of four subjects was used. He concluded that
GRU layers outperform other networks and are also faster than LSTM. RNNs
are effective in analyzing the sequential iEEG data, but the results were not
better than those of other methods used from the state of the art.

Hosseini et al. [10] proposed a cloud-based approach for real-time seizure
prediction. This work followed three main steps: (1) dimensionality reduction
to reduce algorithmic computational complexity and get faster response, (2) a
stacked autoencoder as a deep learning approach for automatic feature extraction
and classification, and (3) a cloud computing system for real-time analysis of
iEEG signals. The authors achieved 94% of accuracy and a FPR of 0.05/h.

Shahbazi and Aghajan [17] proposed an approach based on CNN-LSTM and
STFT for raw data transformation. A seizure is anticipated only if at least 8 of
10 successive samples are detected as pre-ictal signals. This model was evaluated
on the CHB-MIT data set. It achieved an average sensitivity of 98.21% with a
FPR of 0.13/h and a mean 44.74 min as the prediction time.

Seizures are events demarcated in time with several successive phases. During
this event, EEG segments are correlated. Therefore, the recurrent aspect in a
neural network was shown to be important in seizure prediction. In fact, RNNs
are usually used when output at time t depends on the previous one. Regarding
different proposed networks [3,8,12,19], GRU was demonstrated to be efficient
for EEG data analysis.

4 CGRNN

To predict epileptic seizures on the basis of EEG signals in a patient-oriented
manner, we propose a deep learning model based on the combination of CNN and
GRU networks, called convolutional gated recurrent neural network (CGRNN).
As shown in Fig. 2, our approach follows two steps: data preparation and data
analysis.

The data preparation step consists of refining the data and transforming
raw EEG into spectrograms, which allows us to capture spectral and temporal
patterns representing a seizure. The data analysis step includes the deep learning
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Fig. 2. The proposed approach

model composed of a CNN and a GRU. The convolutional network plays the
role of a feature extractor. It takes as input the image-based representation
of EEG and reduces the image into an easier form to process, without losing
essential features. The GRU learns from the extracted features the epileptic
seizure patterns to make the final decision.

4.1 Data Preparation

Epileptic seizure prediction can be modeled as a binary classification problem.
Therefore, after introducing the used data set (CHB-MIT Scalp EEG database),
we select the two appropriate classes. We also exclude the unused signals from
our data set before data transformation.

Database: The CHB-MIT Scalp EEG database is used in this paper. It was
collected by an MIT team in partnership with the pediatric hospital in Boston
and can be downloaded from the Physionet platform [7]. The data set is com-
posed of approximately 1136 h of brain activity recordings and 198 seizures. It
includes many types of seizures and was collected from both genders with differ-
ent ages. One fifth of the data was recorded from men aged from 3 to 22 years.
The remaining data concerns females aged from 1.5 to 19 years [18]. In a few
records, other non-EEG signals were also recorded, such as electrocardiogram
(ECG) or vagal nerve stimulus (VNS). Furthermore, we used electrode positions
and nomenclature different from the International 10–20 system in some records.
Consequently, one step to do was data refitting to get the same channels for all
files. The data sampling rate is 256 samples per second [7].
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Data Refinement: Litt et al. [13] demonstrate that complex epileptiform dis-
charges are common 7 h before seizures and an activity similar to a seizure
becomes more frequent 2 h before the actual onset. Also, the accumulated energy
increases during the 50 min before the ictal state [13]. Most of the existing stud-
ies consider the pre-ictal phase as one hour before a seizure begins. In our work,
we consider the inter-ictal and the pre-ictal signals, shown in Fig. 3, as the two
most relevant categories to classify. The inter-ictal signal is defined as the period
between 1 h after the end of a seizure and 1 h before the onset of the next one.
Based on Truong et al. [21], the pre-ictal signal is extracted from 35 min to 5 min
before the epileptic seizure, which enables us to take the necessary precautions.
Furthermore, considering that seizures can happen very close to each other, we
are interested in predicting the leading crisis, which is about less than 30 min
away from the next one.

1h before
seizure
onset

1h after
seizure

end

Seizure
(30mn)

Inter-ictal signal
Inter-ictal
signal

Pre-ictal
signal

35mn to 5mn 
before

Fig. 3. Inter-ictal and pre-ictal signals as the two classification categories

After considering the two categories, we get different ratios between pre-ictal
and inter-ictal data for every patient due to the number of recorded seizures.
Considering that seizures are rare events, the number of inter-ictal recordings is
higher than the number of pre-ictal ones. Consequently, we get an unbalanced
data set for all cases. Most machine learning algorithms assume that data from
different classes is equally distributed. If we have unbalanced data, we get biased
classifiers towards classes with more instances over other classes [9]. Therefore, to
deal with this issue, we use an overlapped sampling technique with the training
data to get more pre-ictal segments. For every patient, we calculate the ratio
between the pre-ictal and inter-ictal hours. Then, we slide a 30 s window by the
calculated factor along the time axis over all the pre-ictal records.

Raw Data Transformation: Abnormal brain activity is detected on the basis
of the cerebral rhythms in the EEG recordings. These are classified according
to their frequency range hence the importance of the frequency aspect with
the temporal aspect in EEG data analysis. Time-frequency features are usually
studied using the signal spectrogram [1]. This is a tool used to visualize the
change in the frequency spectrum of a signal over time. It represents in one
two-dimensional diagram three parameters. The time and frequency are the two
axes of the graph. The third parameter indicates the amplitude of a particular
frequency at a particular time and is distinguished by the color of each point in
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the image. Spectrograms are generated using the Fourier transform. In this work,
after excluding useless signals, we apply STFT to translate raw EEG signals
into a two-dimensional matrix with time and frequency axes, which is a suitable
input for a CNN. STFT is a common method for time-frequency analysis. EEG
records are contaminated by a 60 Hz power line noise in the American continent.
Therefore, a bandpass filter for frequency ranges of 57–63 Hz and 117–123 Hz is
used. The 0 Hz component is also excluded.

4.2 Data Analysis

We use our CGRNN model illustrated in Fig. 4 for data analysis. The first part of
the model is a CNN with 3 convolution blocks. Each block includes a convolution
layer with a rectified linear unit activation (ReLU). Max pooling layers are used
to reduce the number of calculations and prevent the model from overfitting
during the training. We also use batch normalization between layers to ensure
that the input distribution is the same for each layer no matter the changes in
the previous one. The data is then flattened and reshaped to be piped into a
first gated recurrent layer with 256 units. The next fully connected layer uses a
sigmoid activation function. It is followed by a second gated recurrent layer with
100 units. The output of this layer is fed into the softmax layer to predict the
class probabilities of the input data. The gated recurrent layer has a dropout
rate of 0.5 to reduce overfitting.

5 Experimental Evaluation

The proposed CGRNN was implemented in Python 3.5 using Tensorflow 1.9.0
backend and Keras 2.2. Models for different patients were configured to run on
an NVIDIA GeForce GTX 1080 GPU.

We used 25% of the data for validation and 75% for training. Categorical
cross-entropy was adopted as our loss function and the ADAM optimization
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Table 1. Seizure prediction results obtained with CHB-MIT. CNN is our implemen-
tation of the approach of Truong et al. [21]. Sen: percentage of sensitivity, FPR: false
positive rate per hour, Acc: percentage of accuracy.

Patient [21] CNN CGRNN

Sen FPR Sen FPR Acc Sen FPR

Patient 1 85.7 0.24 87.5 0 94.46 87.59 0

Patient 2 33.3 0 100 0 83.61 100 0

Patient 3 100 0.18 100 0.66 87.72 82.26 0

Patient 5 80 ± 20 0.19 ± 0.03 18.6 0 57.53 92.85 3.6

Patient 9 50 0.12 ± 0.12 100 2.5 73.57 79.13 0

Patient 10 33.3 0.00 53.7 7.428 48.57 59.33 6.57

Patient 13 80 0.14 46.6 2.5 51.67 100 5.5

Patient 14 80 0.40 93.3 9.0 60.79 92.21 3.33

Patient 18 100 0.28 ± 0.02 91.6 3.5 71.83 100 0.5

Patient 19 100 0.00 100 10.0 97.23 100 0

Patient 20 100 0.25 ± 0.05 24.8 0 76.47 96.36 1.33

Patient 21 100 0.23 ± 0.09 84.3 0 87.11 83.98 0

Patient 23 100 0.33 100 0 92.45 84.26 0

Average 80.01 0.18 76.95 2.73 75.6 89.07 1.6

algorithm was used for model optimization. It is an extension of stochastic gra-
dient descent.

To test our model, we consider that one signal clip is preceding a seizure only
if at least 8 of 10 successive samples of this sequence are detected as pre-ictal.
The calculated metrics are accuracy, sensitivity, and FPR. We also implemented
a CNN model with the same architecture as proposed by Truong et al. [21]. This
model considers the same defined classes in [21]: the inter-ictal signal which is
about 4 h before and after a seizure and the pre-ictal signal as the period from
35 min to 5 min before the ictal phase. Thus, both implemented CGRNN and
CNN models can predict epileptic seizures between 35 min and 5 min in advance.

For the seizure prediction task, the most crucial part is to determine all of
the positive cases. Missing a patient who has a seizure but goes undetected will
be critical. Furthermore, the less we get false alarms, the better will be the
solution. Therefore, our model evaluation is mainly based on sensitivity and also
FPR values.

The obtained results on the 13 patients considered by Truong et al. [21] are
shown in Table 1. The differences between metrics presented by Truong et al. [21]
and the results obtained with the implemented CNN is due to data pre-processing
step and also to the random initialization of weights in neural networks.
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The model performance varies from one patient to another. In fact, for the
patients 1, 2, 10, 18 and 19, our CGRNN achieves better classification results.
For the three patients 3, 13, and 20, we obtain better sensitivity values than
the CNN approach, but we get a higher FPR. Our model achieves comparable
results for the patients 14 and 21 and lower sensitivity values for the patients 3,
9, and 23. An average of 75.6% accuracy and an average sensitivity of 89% are
reached for the 13 patients. The FPR ranges between 0 and 6.57 per hour, with
a mean FPR of 1.6 per hour. The differences in the performance for each patient
are related to the characteristics of the available data, namely the number of
recorded seizures and the time periods between the events.

6 Conclusion

We presented a novel convolutional gated recurrent neural network (CGRNN) to
predict epileptic seizures. The proposed approach is a patient-specific predictor
that allows us to predict epileptic seizures on the basis of EEG signals, taking
into account the temporal aspect as well as the signal frequency content. The
publicly available data set CHB-MIT was used in our experimental evaluation.
Our CGRNN can predict epileptic seizures between 35 min and 5 min in advance
and achieved an average sensitivity of 89% and a mean accuracy of 75.6% for the
13 patients in the data set, with a mean FPR of 1.6 per hour. This demonstrates
the efficiency of the proposed approach in the epileptic seizure prediction task.

There are several areas for future work. First, we want to investigate whether
techniques of weight initialization and regularization of the implemented neural
network have effects on the evaluation metrics, such as zero and He initializa-
tions. Furthermore, we plan to train the model on large-scale data sets to achieve
higher performance, such as the Freiburg Hospital iEEG data set and the TUH
EEG Seizure Corpus. Also, we plan to build a real database by recording EEG
signals from the university hospital of Sfax, Tunisia. Finally, we also intend to
investigate channel selection techniques and design neural architectures based
on attention mechanisms.
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of current exercise, the place, and the weather. Environmental factors are also one of
the COPD irritants, where cumulative exposure to the multitude of climate hazards
such improper humidity levels or extreme weather temperatures, both indoor and
outdoor air pollution, in addition to the abnormal concentrations of oxygen in the
atmosphere may threaten patient lung health. Developing dynamic alarm thresholds is
an important contribution because that would promote the services provided and
increase the value of telemonitoring in self-management. Moreover, a customized
threshold will help to decrease the proportion of false alarms and differentiate between
true exacerbation and normal variation. To achieve these goals, there is an important
need to develop a comprehensive representation of knowledge to capture the real
context of the patient to avoid misdiagnosis and allow dynamic reconfiguration of
health disorders threshold. Rule-based ontology to support context-aware systems
offers potential solutions to the multi-scale nature of COPD. In a previous work [3] we
designed an ontological reasoning framework that provides a rules-driven context-
aware system for COPD patients. In this article, we will present the validation process
of that proposition, proving its results by specialized medical experts, and demon-
strating its efficiency in simulated examples of real-life scenarios through empirical
data about environment, activities, symptoms and physiological parameters.

2 Related Works

Almost two decades ago, the use of medical ontologies was no longer limited to define
medical terminologies such as Systematized Nomenclature of Medicine - Clinical
Terms (SNOMED CT) or Unified Medical Language System (UMLS), but also it has
become one of the powerful solutions to tackle serious health problems and support the
management of complex and large data. The ontologies have been also used in hun-
dreds of research projects concerned with medical issues such as diagnosis, self-
management, and treatment [4]. The ontological approach proved its effectiveness in
the remote healthcare arena, for instance, Lasierra et al. [5] and Larburu et al. [6] have
presented robust examples of ontology usage in the telemonitoring domain for generic
and specific chronic diseases. Lasierra proposed an autonomic computing ontology for
integrated management at home using medical sensors. Rubio provides a formal rep-
resentation of knowledge to describe the effect of technological context variations in
the clinical data quality and its impact on a patient’s treatment. Another example can be
found in [7], Benyahia developed a generic ontology for monitoring patients diagnosed
with chronic diseases. The proposed architecture aims to detect any anomalies or
dangerous situations by collecting physiological and lifestyle data. Hristoskova et al.
[8] presented an ontology-based ambient intelligence framework that supports real-time
physiological monitoring of patients suffering from congestive heart failure. Ryu [9]
proposed a ubiquitous healthcare context model using an ontology; the model extracts
the contextual information for implementing the healthcare service taking into con-
sideration the medical references and environments. Kim [10] has designed an inter-
active healthcare system with wearable sensors that provides personalized services with
formal ontology-driven specifications. In the same setting, an ontology-based context-
aware framework for customized care has been presented by Ko et al. [11] as a form of
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wearable biomedical technology. An interesting projection of ontology in this domain
can be found in [12] that builds a context-aware mobile service aiming at supporting
mobile caregivers and sharing information to improve quality of life of people living
with chronic diseases. In addition to this obvious interest in ontology, most of health
care projects related to computer-assisted medical decision-making, are often modelled
using rule-based approaches. The Semantic Web Rule Language (SWRL) has emerged
over existing OWL axioms to promote expressiveness of Semantic Web. In the medical
environment, there are several uses of rules, for example, but not limited, the IF-THEN
rules can be used for chaining or mapping ontology properties to achieve Knowledge
Integration. By applying rules, the pattern of behaviors of all entities can be expressed,
which would produce new facts and tailored services. The use of the ontology in COPD
is only restricted to certain aspects of patients’ lives. For example, authors in [13]
developed an ontology inspired by the autonomic computing paradigm that provides
configurable services to support home-based care. Authors in [6] proposed a predictive
model to extract relevant attributes and enable the early detection of deteriorations but
the proposed ontology aims at describing the basic structure of the application.
Although a significant amount of research has been done studying the importance of
telehealth in COPD, the concept of integrated care services is still in its infancy. The
use of semantic mapping between the physiological parameters, environmental factors,
symptoms, physical activity and patient-specific data to construct a telemonitoring
system for COPD using ontologies was not found in the literature. This work will be
the first building block for creating a comprehensive primary e-health care delivery
system, capable of organizing various daily life scenarios for COPD patients in a
healthy and safe environment.

3 Proposed System

In our previous work, we proposed an ontology-based approach to keep track of the
physical status of patients, suggest recommendations and deliver interventions in a
timely manner. The proposed system provides an intelligent monitoring infrastructure
guided by rules. This process involves observing and controlling the behavior of
physiological parameters and the surrounding environment. Consequently, the system
adapts the safe ranges for the vital signs in proportion to demographic factors, medical
profile, physical activity, and external ambiance. The main contribution of that work
consists in proposing a specific domain architecture for COPD. This architecture is
designed and implemented in four distinct layers: the acquisition layer is dedicated for
collecting and properly transmitting different sorts of data, such as the medical profile
of COPD patient, biomarkers and environmental information whether gathered from
wearable or fixed monitoring sensors. The semantic layer or the ontological schema has
been used to interpret complex information and translate the real context of the patient
into machine-understandable and accessible language. At the macro level, the tele-
monitoring system aims to detect all the possible hazardous events that could influence
COPD patient. Since OWL has expressivity limitations on representing many types of
contextual information, especially IF-THEN statement, our ontologies have been
extended with forward-chaining rules. These rules were expressed in the Semantic Web
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Rule Language (SWRL) to describe all implications and consequences. The proposed
rules are extracted from data analysis, existing medical guidelines and opinions of
pneumologists. Practically, these rules are used by an inference engine to derive new
facts, detect events, and predict the potential risk. The novelty of these rules lies in its



scenarios is a crucial need for the early detection of pulmonary exacerbations. In the next
section, we will try to find out how these parameters change with COPD patient in
different medical profiles and during common daily life activities. Profile differences
help to explain discrepancies in medical care received by COPD patients. Having
considered the guidelines, it is recommended dividing the population of patients into
groups or quartiles according to age, gender, stage, BMI, smokers, medication, and
comorbidity. Identifying factors that may indicate if something is wrong with COPD
patients is about to happen was a daunting task and took a long time. This study has
established 11 physical parameters must be monitored namely, body temperature, blood
pressure, heart rate, partial pressure oxygen (PaO2), oxygen saturation (SpO2), partial
pressure carbon dioxide (PaCO2), oxygen consumption (VO2), respiration rate, PH,
HCO3, and FEV1. Understanding the role of these biomarkers and their normal ranges
in the stable COPD patients with all potential scenarios grants us the ability to sense
imminent danger. Patients were separated horizontally by gender, age and stage, these
groups have been then reclassified vertically according to the effects of BMI, smoking,
medication, and comorbidities on the vital signs. To illustrate this point, we will provide
an example to explain changes in heart rate with different profiles.

4.1.1 Heart Rate Rules
Analysis of data obtained from medical records [16, 17, and 18] finds that heart rate in
women can be slightly different from men. Figure 2 shows that females have a higher
heart rate compared with males at all ages, as this difference increases in the early
middle age and decreases in late adulthood. In contrast, the overall analysis shown a
remarkable decline in the normal resting heart rate (Fig. 3).

Resting heart rate was also associated with both obese and all inhaler medication
across all stages of COPD (p < 0.004 and p < 0.003). The change in heart rate was
only associated with four comorbidities, CHF, anemia, PH, and asthma. One of the key
factors that change heart rate is activity. Heart rate differs from person to person during
exercise or when doing any physical effort, this variation is determined by mathe-
matical equations with an acceptable degree of accuracy. In summary, this evidence-
based analysis proves that heart rate varies depending on the medical profile of the

Fig. 2. Heart rates by age and gender Fig. 3. Heart rates by age
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patient, which in turn will affect the stable ranges of this vital sign during physical
activities. The same analytical methodology has been used on the other physiological
parameters mentioned above.

4.2 Indoor and Outdoor Rules

According to Healthy Environments and Consumer Safety Branch (HECSB), Cana-
dians spend approximately 90% of their life indoors [19] often, due to the extreme
nature of the climate conditions. Therefore, it’s very important to pay attention to the
quality of that indoor air, temperature, humidity, and pressure, especially as COPD
patients must fully live in a safe environment, away from any kind of exacerbation
irritants. Unlike the internal environment, we cannot control the external environmental
factors. There are six main factors that affect the patient outside of the ordinary indoor
ambient, these factors must include outdoor temperature, humidity, wind speed, pre-
cipitation, atmospheric pressure, and air quality but in terms of air compounds and
outdoor pollutants. The proposed rules must provide customized protection against all
the inappropriate environmental factors.

5 Dataset

Gatherings such different kinds of data from real sensors are subject to some practical
limitations such as ethical approval, financial costs, and deployment time. Hence,
researchers suggest an alternative experimental method using intelligent simulation.
There are three basic data sources to build such scenarios, (1) medical information,
(2) daily life activities, and (3) the environmental conditions.

5.1 Real-Life Activities

There are relatively many published studies about the simulation of activities. Based on
previous findings, we attempted to extend the existing indoor scenarios proposed by
Mshali [20]. Using the same approach which is built upon Markovian models. Many
other scenarios have been built upon the Markovian models, we created new sequences
of expected activities including outdoor actions that can be performed by COPD
patients. These scenarios took into consideration the levels of severity and disabilities
as provided for in the international classification of functioning (ICF). These daily life
activities of COPD patients have been divided into six successively sequences asso-
ciated with six-time periods from sunrise to sunset. Each one of these sequences
consists of a set of coordinated activities with a random duration created through
transition probabilities matrices.

5.2 Environmental Conditions

Unlike the patient activity dataset, challenges in assembling environmental data were
easier, where we found many open sources that describe environmental conditions of
indoor and outdoor spaces at long intervals. One of the most interesting outdoor
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datasets for environmental information is published by the ministry of environment and
climate change strategy in British Columbia in Canada [21]. These data sets contain
continuous readings of meteorological and pollutants index from air quality monitoring
stations across the province from 1980 till the end of 2017. Simulation of the internal
environment is also important where the patient spends most of his time at home. The
indoor data is tracked via GAMS indoor air quality monitor [22].

5.3 Medical Records

Medical profiles are a vital asset in ensuring the validation process. In this context, we
have collected thousands of electronic medical records, hospital admission data, and
measures of the outcome in clinical studies from different medical sources ([16] Al-
Sahel hospital and MIR clinic [17]).

6 Implementation

The experimental dataset consists of the activities that have been generated using the
MATLAB, the environmental conditions which are captured by real sensors and the
biomarkers that obtained from medical sources. The simulated scenarios revolve
around creating sequential records over 12 months period for COPD patients with
different levels of disease severity and autonomy. In this section, we briefly describe
the implementation steps of this project using protégé (Fig. 4).

The initial implementation of the project will be done in the following manner:
(1) the simulated data stored in Excel spreadsheet files will be uploaded directly to
Ontology-based knowledge using Cellfie plugin. (2) The SPARQL query engine
accesses to the Knowledge Base to retrieve information of patient’s profile, current
location, and activity, etc. (3) SWRL rule reasoner adds additional information such as
normal ranges, and appropriate environment to the Knowledge Base. Moreover, SWRL
rule reasoner performs reasoning on the updated Knowledge Base of COPD domain
and new inferred facts are added to the Knowledge Base. (4) The SPARQL query
engine accesses to the Knowledge Base to retrieve the notifications and the

Ontology-based knowledge
(OWL)

Protégé

SPARQL Query Engine

Protégé

Simulated dataset

SWRL Rules
Reasoner 

Protégé
1 2

3

4

Fig. 4. Flow in the implemented system
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recommendations according to the patient’s context. We constructed eight ontologies
for monitoring COPD patient to represent machine-understandable Knowledge Base.
The developed ontologies consist of concepts related to personal and medical profile,
physical examinations, laboratory tests, location, activity, environment, time, recom-
mendations, and disease [3] (Fig. 5).

Thousands of SWRL rules were used to manage the safe conditions of almost 600
COPD medical profiles in various circumstances. Based on the medical information
found in the guidelines and other information provided by physicians, we created
20,328 rules using forward chaining of inference. These rules use concepts/axioms
defined in our ontology. These rules are set to achieve different goals such as (i) verify
the profile of patients (ii) detect the location and environment (iii) evaluate the patient’s
status and surrounding conditions, (iv) provide the corresponding service for patients.
For more details, please refer to the reasoning section of our previous work [3]. Having
reasoning techniques of ontologies and rules that contain the asserted and inferred
statements, we used SPARQL to retrieve, and derive contextual information from the



The presented simulations have handled a great amount of data of possible situa-
tions. The generated alarms have been classified into four main categories: vital signs,
activity, pollution, and weather. The system applies continuous monitoring and detects
a total of 2,817 abnormal situations.

7 Evaluation

This section will explore partially the performance of our system using a confusion
matrix. Performance measurement refers to information that quantifies accuracy, sen-
sitivity, specificity, and the probability of predicting a dangerous change in physio-
logical parameters in COPD patients. The purpose of this evaluation is to measure the
diagnostic performance of technical and clinical accuracy.

A master file was created in MS Excel® that contains 1200 patients records,
biometric readings for each patient have been extracted from the results inferred from
ontology in different scenarios. This information was presented to physicians. This data
is used to calculate the confusion matrices for the physician’s report outcomes. There
are four possible outcomes, true positive (TP), true negative (TN), false positive (FP),
and false-negative (FN). The confusion matrix contains information about the predicted
classifications identified by our ontology and the opinions of medical experts. Cate-
gories in this research are defined as follows (Table 1):

1. TP is an alarm with a hospitalization.
2. FN has no alarm with a hospitalization.
3. TN has no alarm and no hospitalization.
4. FP has an alarm with no hospitalization.

Fig. 6. Number of alarms by months
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The results refer that our system reaches an accuracy of 88% in a set of 1200
clinical cases. Sensitivity and specificity have high values, denoting the ability of the
system to detect warning signs. The positive predictive value (PPV) is defined as the
probability of intervention for positive test results while the negative predictive value
(NPV) describes the probability of being healthy for negative test results (Table 2).

8 Conclusion

The proposed model involves a qualitative leap in the healthcare systems that supports
COPD because it establishes new obligations that will limit many of the potential
hazards at different levels, both physiological and environmental. The system can
recognize any important changes in biometrics and environment based on a person-
alized threshold. The protection process aims to adjust the thresholds around the
normal state to avoid exacerbation triggers. Our findings proved that dynamic
thresholds can enhance the existing telemonitoring systems and make a valuable
contribution identify the health status of COPD patients. Many conclusions can be
drawn from this experimental simulation. Firstly, the ontology-based system can
provide a more efficient way to deal with medical data. Secondly, adding an SWRL
layer of experts’ rules on top of OWL can handle various types of context and suggest
reliable recommendations. Thirdly, the results support the importance of context where
it demonstrates that context variables have a strong influence on the accuracy of
decisions. For future research, this study will have to be evaluated through real
implementation and crossover trial to assess patients’ experiences and measure their
effectiveness and usability.

Table 2. Standard reference and results for the clinical decision support system

Intervention present Intervention absent Total

Index test positive True positive (TP) = 512 False positive (FP) = 88 TP + FP = 600
Index test negative False negative (FN) = 56 True negative (TN) = 544 TN + FN = 600
Total TP + FN = 568 TN + FP = 632
1. Accuracy = 88%
2. Sensitivity = 91.14%
3. Specificity = 86.07%
4. Positive predictive value (PPV) = 85.33%
5. Negative predictive value (NPV) = (TN)/(FN + TN) = 90.66%

Table 1. The confusion matrix

Ontology recommendation Physicians’ recommendation TP FP TN FN

Hospitalization alarm Hospitalization 1
Hospitalization alarm No hospitalization 1
No hospitalization alarm No hospitalization 1
No hospitalization alarm Hospitalization 1
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Abstract. This paper presents a deep learning approach for depres-
sive episode detection on mobile devices, called DL4DED. It is based
on a convolutional neural network and a long short-term memory net-
work to identify the status of a patient’s voice extracted from sponta-
neous phone calls. To run DL4DED on mobile devices, two neural net-
work model compression techniques are used: quantization and pruning.
DL4DED protects data privacy, since it can be executed on a patient’s
smartphone. Our proposal is validated on the DAIC-WOZ database.
The obtained results show that the accuracy of DL4DED with model
compression is only slightly lower than the accuracy of DL4DED with-
out model compression. Furthermore, our experiments indicate that the
power consumption of DL4DED is reasonably low.

Keywords: Deep learning · Mobile application · Depression ·
Pruning · Quantization · Optimization

1 Introduction

According to the World Health Organization (WHO), 800 000 people die every
year due to suicide1, which is the second leading cause of death in people aged
between 15 and 29 years. However, many suicides can be prevented. Indeed,
mental disorders, such as depression, contribute to many of them around the
world. Hence, early detection and appropriate management are key to ensuring
that people receive the care they need2. Therefore, patients suffering from Major

1 https://www.who.int/news-room/fact-sheets/detail/depression.
2 https://apps.who.int/iris/bitstream/handle/10665/131056/9789241564779 eng.pdf.
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Depressive Disorder (MDD) and Bipolar Disorders (BD) should be continuously
monitored, since they might experience frequent depressive episodes.

Several mental health monitoring approaches using mobile devices have been
proposed. Most of them [1–3,5–11,13,14] are based on (1) collecting and ana-
lyzing smartphone features such as activity, localization, and phone calls, and
(2) launching interactive questionnaires such as PHQ-93 and BDI4. “Active”
monitoring approaches (i.e., requiring a patient’s intervention) are less used and
less effective than “passive” ones (i.e., not requiring a patient’s intervention) in
practice. Actually, patients do not like to answer questionnaires every day, and
even if they answer them, we cannot be sure about the honesty of their answers.

Passive monitoring approaches [3,5–8,10,11,13,14] can be divided into two
categories. The first category tries to use most of the smartphone’s sensors,
such as accelerometer and camera, to collect related features [5–7,11,14]. These
approaches require special environmental conditions to ensure the precision of
collected data. For instance, Maxhuni et al. [11] require the smartphone to be
held in a special position to accurately capture the patient’s activity. This makes
these approaches difficult to use in practice. The second category of approaches
[3,8,10,13] focuses on analyzing “only” voice sounds, recorded from phone calls.
Indeed, acoustic changes in speech allow us to detect depressive episodes [8].
Most of these approaches are based on the use of complex algorithms for speech
analysis, such as deep learning approaches. Typically, these approaches require
significant computational resources. Therefore, this category of approaches sends
recorded phone calls to an external server for analysis, since running complex
algorithms on smartphones is still a challenging task [12]. This reduces the
chances of using these mobile applications, because they do not protect data
privacy. Actually, many patients do not accept that external servers process
their recorded phone calls.

In this paper, we present a novel deep learning approach that can be loaded
and executed on a patient’s smartphone to allow real-time detection of depressive
episodes. Our proposal, called DL4DED (Deep Learning for Depressive Episode
Detection), is based on optimizing and compressing a deep learning model to
be integrated in our mobile application. DL4DED (1) records phone calls, (2)
executes our deep learning model, and (3) triggers alerts if a depressive episode
is detected. DL4DED does not send recorded phone calls to an external server
and consequently preserves data privacy. To evaluate our approach, two groups
of experiments have been conducted. The first one illustrates the efficiency of
DL4DED in terms of accuracy. The second one demonstrates that the power
consumption of DL4DED is reasonable when compared to baseline approaches.

The paper is organized as follows. Section 2 discusses related work. DL4DED
and its implementation are detailed in Sects. 3 and 4, respectively. Section 5
presents experiments and results. Section 6 concludes the paper and outlines
areas for future research.

3 Patient Health Questionnaire (PHQ-9).
4 Beck’s Depression Inventory.
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2 Related Work

A comprehensive survey reviewing existing mobile applications for mental health
diseases (e.g., BD, MDD, schizophrenia) has been published by Cornet et al. [1].
This survey explains different parameters that have been used throughout the
years to detect mental health diseases. These parameters are usually extracted
from smartphone sensors, such as microphone (i.e., phone calls), accelerometer
(i.e., movement data), and GPS (i.e., localization). The authors also describe
the used analysis algorithms, where the most advanced ones are based on deep
learning networks. Moreover, the authors discuss data privacy issues related to
all reviewed approaches, since all extracted smartphone features are sent to an
external server for analysis.

Haque et al. [6] present a deep learning model to measure the severity of
depression symptoms. The proposed approach is based on analyzing 3D facial
expression and spoken language. It has been evaluated on the DAIC-WOZ
dataset [4]. The proposed approach requires an active intervention from the
patient, which makes it unusable in some cases. Actually, it is hard to ask a
patient to daily record videos, due to privacy issues. In contrast, our approach
is passive, analyzes spontaneous phone calls, and preserves data privacy.

Su et al. [14] present a diagnosis assistance system that is based on deep
learning and fusion techniques. The proposed system makes use of two deep
learning models. The first one is used for speech classification, while the second
one processes facial expression. This work is aimed at assisting doctors to avoid
misdiagnosis in the case of BD. Actually, BD is usually confused with MDD. The
results are quite promising, but the system architecture cannot not be applied
in a spontaneous manner. Indeed, the system requires special environmental
conditions to be applied, such as a camera.

Huang et al. [7] propose an attention-based convolutional neural network
(CNN) and long short-term memory (LSTM) approach for distinguishing
between MDD and BD. The proposed approach identifies mood disorders on the
basis of responses given to 6 video sequences. Consequently, it can be applied to
depressive episode detection. The analysis includes speech processing and facial
recognition to extract emotional state. In contrast to our approach, this work
cannot be applied in a spontaneous manner and does not protect data privacy.
Actually, recording responses to 6 particular videos cannot be expected on a
daily basis and without the intervention of a psychiatrist.

Grunerbl et al. [5] present a smartphone-based approach for mood status
identification in BD. The proposed approach makes use of smartphone features
(e.g., location, phone call sounds, phone light) to detect depressive and maniac
episodes. Features are extracted manually, and data privacy is not protected.

Maxhuni et al. [11] define an analysis approach that identifies manic and
depressive episodes on the basis of activity data and phone calls. To monitor
activities, the authors mention that the phone has to be held in a special position.
Moreover, phone calls are recorded, stored in the phone’s memory card and sent
to another server for analysis. This means that this approach does not protect
data privacy and requires special environmental conditions to generate accurate
results.
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Khorram et al. [10] propose a machine learning (ML) approach for depression
detection in BD. The proposed approach is based on the analysis of acoustic fea-
tures of the patient’s voice. The paper shows the effectiveness of speech features
in detecting depression. However, features are extracted manually due to the
use of ML techniques. Moreover, a patient’s voice is sent to an external server
for analysis, which does not protect data privacy. Therefore, we propose a deep
learning model that allows us to automatically extract features and preserve
data privacy.

Gideon et al. [3] discuss the impact of a recorded voice on the identification of
depressive and manic episodes in BD. Only phone calls recorded during clinical
trial are considered. Other phone calls are removed to protect data privacy. This
means that this work does not analyze naturalistic and spontaneous voice, which
might alter the detection results. However, our work is based on the analysis of
spontaneous phone calls (i.e., recorded on a daily basis), thanks to our deep
learning model that is locally running on a patient’s smartphone.

Huang et al. [8] define two speech features based on speech landmark bigrams
(i.e., bigram count and LDA bigram) for depression detection. Both features
could be extracted from naturalistic phone calls including 6 elicitation tasks
such as measuring the diadochokinetic rate. Landmarks are extracted using the
SpeechMark R© toolbox5, which is a Matlab tool that runs under Windows 7,
Windows XP, Apple OSX (Lion or Mountain Lion), as mentioned on their web
page. This means that the proposed work needs to send recorded phone calls to
an external server for feature extraction. However, our work allows us to locally
extract features on the smartphone.

Pan et al. [13] propose analysis approaches for detecting manic episodes in
BD. The proposed approaches are based on the use of Support Vector Machines
(SVM) and Generalized Markov Models (GMM). They record spontaneous
phone calls and send them to an external server for analysis. This approach
does not protect data privacy.

3 DL4DED

This section presents our novel approach, called DL4DED. It is a mobile voice
analysis approach that:

1. monitors patients suffering from BD and MDD;
2. detects depressive episodes by locally analyzing their phone calls without

storing them;
3. alerts patients, their family members, and their psychiatrists if a depressive

episode is detected.

5 https://speechmrk.com/speechmark-products-downloads/the-speechmark-matlab-
toolbox/.

https://speechmrk.com/speechmark-products-downloads/the-speechmark-matlab-toolbox/
https://speechmrk.com/speechmark-products-downloads/the-speechmark-matlab-toolbox/
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DL4DED is based on the use of deep learning methods applied to spontaneous
speech, recorded from phone calls, to identify depressed voice. The proposed deep
learning model is locally running on a patient’s smartphone to preserve data
privacy. Indeed, recorded phone calls are “temporarily” stored on the smartphone
until the analysis is accomplished. Once the decision is sent to our external server,
the recorded phone call is discarded. The architecture of DL4DED, the proposed
deep learning model, and our optimizations are described below.

3.1 Architecture

Figure 1 shows the architecture of DL4DED. Our approach (1) records spon-
taneous phone calls, (2) stores them temporarily in a buffer belonging to the
local memory of a patient’s phone, (3) processes them via our “mobile” deep
learning model, (4) identifies the state of the recorded voice (i.e., depressed or
not depressed), (5) discards the recorded voice (i.e., phone call), and finally
(6) sends and stores the obtained decision to a database that is installed on a
cloud server. The communication links between the smartphone and the cloud
server are enabled via the HTTP protocol. A web dashboard is available for both
patients and psychiatrists. It is used to display the patient’s mood on the basis
of the voice status.

To identify the status of the voice, we use a novel deep learning model that
is described in Sect. 3.2.

Record spontaneous 
phone calls

Detect depressive voice
(deep learning model)

Send decision

Cloud server

Web service

Web dashboard

Fig. 1. Architecture of DL4DED

3.2 Deep Learning for Voice Status Identification

Figure 2 shows our deep learning model. It processes recorded phone calls and
detects depressed voice. The proposed model takes as input a spectrogram. To
obtain a spectrogram, a Short-Time Fourier Transform (STFT) is applied to
the recorded phone calls. A spectrogram, also called voiceprint, represents the
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for human voice recording). The intensity of colors represents the intensity of
the energy of the recorded voice at the instant t, which might be useful for the
identification of the patient’s mood. Once the spectrogram is built, it is pro-
cessed by a CNN network, having one convolution layer and one max-pooling
layer. The convolution layer applies a (1 ∗ 3) filter/(1, 2), allowing us to keep
all frequencies (i.e., all energy quantities describing the voice) and preserve the
temporal continuity. The max-pooling layer applies a (1 ∗ 5) filter /(1, 5), to
extract medium-term features, while keeping all frequencies. The output of the
max-pooling layer is processed by an LSTM that includes memory cells to save
long-term information. A fully connected layer is applied afterwards, to trans-
form the obtained matrix into a 128-dimensional vector. The latter is processed
by a softmax classifier allowing a binary classification (i.e., depressed voice or
not depressed voice). The parameters of our CNN model have been identified
experimentally.

To run the proposed deep learning model on mobile devices, we considered
two compression methods: quantization and pruning. These methods allow us
to reduce the size of our deep learning model by removing weights or operations
that are least useful for prediction.

4 Implementation Issues

Figure 4 shows the technical architecture of DL4DED. The smartphone is in
charge of recording and analyzing phone calls, while running our deep learning
model that has been implemented using the Keras6 library. Generated decisions
are then sent to a Flask RESTful API 1.0.2, a web service platform that stores
received decisions in a RethinkDB 2.3.6 0xenial (GCC 5.3.1) database. A nodeJS
v4.2.6 server is installed to build a real-time web application. It is composed of a
set of dashboards, displaying analysis results and an estimation of the patient’s
mood/status.

To predict depressed voice, recorded phone calls are pre-processed first. After-
wards, the deep learning model is loaded into a mobile application to trigger
predictions. Implementation details are presented below.

4.1 Data Processing

To process a phone call by a CNN model, a spectrogram is built. For this purpose,
the recorded voice (i.e., voice signal) is processed by a pre-emphasis filter. A
pre-emphasis filter allows us to (1) improve the Signal-to-Noise Ratio (SNR);
(2) avoid numerical problems that might appear during the Fourier Transform
operation and (3) balance the frequency spectrum. Actually, high frequencies
usually have smaller magnitudes compared to lower frequencies.

6 https://keras.io.

https://keras.io
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Data acquisition
and analysis

Data storage

Data visualization

Flask RESTful API
Rethinkdb

Dashboard

Mobile application

Node.js server

HTTP
request

JSON

HTTP request

HTTP response

Fig. 4. DL4DED implementation

After applying the pre-emphasis filter, the signal is decomposed into short-
time and overlapping frames. This step allows us to avoid applying the STFT
across the entire signal and consequently losing the frequency contours of the
signal over time. In this case, STFT will be applied on short-term frames allowing
us to obtain a good approximation of the frequency contours of the signal by
concatenating adjacent frames.

A window function (e.g., Hamming window) and a STFT are applied to each
frame. This allows us to compute the power spectrum that is used to extract
the frequency bands by applying triangular filters on a mel scale. The mel scale
aims to mimic the non-linear human ear perception of sound, by being more
discriminative at lower frequencies and less discriminative at higher frequencies.

After applying the filter bank to the power spectrum (i.e., periodogram) of
the signal, we obtain the spectrogram that is processed by our CNN.

All steps described above were implemented in Android studio to create our
mobile application (see first step of Fig. 5).

4.2 Implementation on Mobile Devices

To implement our deep learning model on mobile devices, we followed three steps
(see Fig. 5). First, our Keras-based deep learning model is converted to Tensor-
flow. Actually, Tensorflow allows an easier integration of deep learning models
on mobile devices (i.e., Android or IOS). For this purpose, we use a method
called “Keras to Tensorflow” provided by the Tensorflow library. This method
converts a Keras model file into a Tensorflow file which contains both the net-
work architecture and its associated weights. Second, we optimize the generated
model by removing weights and operations that are least useful for predictions
by applying pruning and quantization methods. Third, we load our model (i.e.,
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*.pb file including weights and architecture) into our mobile application to allow
real-time detection of depressed voice.
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and the “original deep learning model” (i.e., the originally created deep learning
model without compression and optimization), in terms of accuracy that has
been calculated using Tensorflow libraries. This experiment does not depend on
the used data since it assesses the accuracy loss related to the use of DL4DED.
Therefore, we evaluate both models on the same database (i.e., the DAIC-WOZ
dataset). The obtained results demonstrate that the accuracy of DL4DED (0.5)
is slightly lower than the accuracy of the original deep learning model (0.52).
This means that the applied compression techniques do not significantly alter
the analysis results.

5.2 Power Consumption

To assess the power consumption of DL4DED, we used the battery monitoring
functionality provided by the Android OS that allows us to measure the power
usage of each application in mAh (see Fig. 6).

Fig. 6. Power monitoring functionality of Android OS

mAh stands for milli-Ampere-hours and expresses the number of milliampere
(i.e., electric charge quantity), the mobile application has used per hour. Actu-
ally, the battery capacity is usually expressed in mAh.

We measured the power consumption of (1) DL4DED and (2) a baseline
mobile application, while varying the duration of phone calls (from 1 min to
16 min). The baseline mobile application only records phone calls and sends
them to an external server that loads and runs our “original deep learning model”
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(i.e., without compression and optimization) to detect depressed voice. Due to
the throughput of our communication links, the baseline approach does not send
the whole duration of the phone call. However, DL4DED processes the whole
duration of the recorded phone call to allow better classification. The obtained
results show that the average power consumption of DL4DED (5 mAh) is higher
than the power consumption of the baseline mobile application (1 mAh), for a
phone call duration of 4 min. This is quite plausible. Actually, DL4DED records
phone calls, saves it to a temporary buffer and loads a deep learning model on
the smartphone, to allow real-time prediction of the depressed voice. Loading an
optimized deep learning model on a smartphone should logically increase power
consumption. Our experiments show that the average difference of power usage
(4 mAh) for a phone call of 4 min is reasonably low and therefore acceptable.
As shown in Fig. 7, it is clear that the power consumption of DL4DED increases
when the duration of the phone call increases. This is related to the fact that we
process the whole duration of the phone call in contrast to the baseline approach.
This issue will be solved in future work by processing only pertinent parts of the
recorded phone call.

Fig. 7. Power consumption: DL4DED vs. baseline approach

6 Conclusion

We presented a novel mobile deep learning approach for depressive episode detec-
tion, called DL4DED. It is a combination of CNN and LSTM networks. The
proposed deep learning model was optimized using compression techniques to be
loaded onto smartphones. DL4DED records spontaneous phone calls on a daily
basis, stores them temporarily locally on a smartphone, and loads our optimized
deep learning model to allow real-time detection of depressed voice. DL4DED
preserves data privacy since recorded phone calls are not sent to external servers.
DL4DED was evaluated on the DAIC-WOZ database. The results demonstrated
the efficiency of DL4DED in terms of accuracy and power consumption.

There are several directions for future research. First, we aim to consider
the number of recorded phone calls in our study to improve analysis results.
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Actually, the absence of phone calls could be seen as a severe sign of depression.
Second, we plan to extend our deep learning approach to detect manic episodes
in BD. Third, we aim to build a realistic and balanced database to improve
the performance of DL4DED. Finally, further optimization methods should be
investigated to improve our implementation on mobile devices.
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Abstract. People with Spinal cord injuries are having difficulty in health care,
and complications cause physical, social and economic losses. In severe cases,
complications lead to death and require systematic management. In this study,
ICT-based health care service was developed to manage the respiratory function
and urinary function of the people with spinal cord injuries and to help adapt to
daily living activities and social participation through home visit occupational
therapy. A pilot study was conducted with five clients with spinal cord injuries
to investigate the effectiveness of the intervention services. As a result, it was
confirmed that satisfaction, importance, and difficulty were appropriate. In the
future, RCT clinical studies will be needed to diversify intervention services and
expand the number of patients.

Keywords: ICT-based health care service � Spinal cord injury � Health �
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1 Introduction

People with spinal cord injuries have impaired motor and sensory function and have
difficulty in daily activities and social participation [1–3]. They participate in rehabili-
tation treatment in hospitals, and after discharge, suffer from complications [4]. Pressure
ulcers may occur due to sensory impairment, and various complications such as respi-
ratory diseases occur due to respiratory muscle function deterioration [5]. This can lead
to difficulties in activity and participation and, in severe cases, to death [6, 7].
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Complications, therefore, lead to many losses physically, socially, and economically [8].
In the Republic of Korea, 90.5% of those with spinal cord injuries reported complica-
tions. The main complications were cystitis, pressure sores, and pain. Most spinal cord
injuries also report that complications are a major detriment to a healthy life [9].
Therefore, it is essential to prevent and systematically manage these complications.
Traditionally, complications are managed regularly by a doctor at a hospital. However,
people with spinal cord injuries have difficulty in accessing medical services due to the
inconvenience of movement due to physical impairment and the economic burden on
hospital expenses [10, 11]. Therefore, recently, a service for managing health by using a
remote system has been provided [12, 13]. Telerehabilitation using information and
communication technology refers to providing comprehensive medical services to
patients who have difficulty in moving to medical facilities or who wish to rehabilitate at
home [14, 15]. Therefore, this study aims to verify the effectiveness of health manage-
ment by providing ICT-based health care services for people with spinal cord injuries.

2 Method

2.1 Participants

From June 2019 to July 2019, we visited five families with spinal cord injury in the
community and provided an ICT-based complication management system. The char-
acteristics of the subjects were five males, and the mean onset duration was 21.8 years,
four thoracic level injury and one lumbar level injury. The level of paralysis is five
complete injuries.

2.2 ICT-Based Health Care Services

After using respiratory and urinary devices, and applying home visit occupational
therapy, enter the data into a smart device or a desktop computer. If the doctor

Fig. 1. ICT-based health care services
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determines that there is a problem with the patient, he or she will request a hospital
visit. Digital hand bikes and digital cushions are currently in development (Fig. 1).

2.3 Pulmonary Function Testing Device

It is a device that can measure FEV1 (Forced Expiratory Volume in one second), PEF
(Peak Expiratory Flow), and these are typical indicators of respiratory function [16].
The patient can measure it directly. Occupational therapists can be visited, trained, and
assisted with the measurement as needed. This data will be stored on the server. If the
doctor or occupational therapist determines that the client have a problem with a
pulmonary function, ask to visit the hospital.

2.4 Urinary Chemistry Analyzer

A urine chemistry analyzer can be used to screen a total of 10 components, including
glucose, protein, and white blood cells. The client’s urine will be examined, or an
occupational therapist will be available to help if needed. Data is stored on the server
and can be accessed by doctors and occupational therapists. If an outlier is found, the
client will be referred for a detailed examination.

2.5 Home Visit Occupational Therapy

The occupational therapist visits the home and performs occupational therapy to the
client. Occupational therapy interventions consist of interventions in daily living
activities, home environment modifications, self-exercise training, and range of motion
exercises, assistive technology services, and community service information. The result
data of the evaluation and treatment is input to the smart device, and the data is stored
in the server.

2.6 Digital Hand-Bike

There is not much exercise equipment for people with cervical spinal cord injury.
Therefore, we are currently developing a hand-bike for them (Fig. 2). Previous studies
have reported that hand-bikes for people with spinal cord injuries help improve motor
function and health [17]. This was excluded in this pilot experiment.

2.7 Digital Cushion

Pressure ulcers in people with spinal cord injuries are one of the most common
complications [18]. The reason is caused by sensory paralysis of the lower extremities.
Therefore, they need appropriate seating system intervention. We are making a cus-
tomized cushion with pressure sensors (Fig. 2). It can monitor the pressure in real-time.
This cushion was excluded from the current study.
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3 Results

Each intervention was evaluated with satisfaction, necessity, and difficulty, and the
scale was 5 points. The results of experiments with five spinal cord injuries are as
follows. Satisfaction was high at 4.8 for urinary function test and 4.4 for respiratory
intervention and home visit occupational therapy. Necessity was high with interven-
tional function test (4.4), respiratory function intervention (4.2), and home visit
occupational therapy (4.2). The difficulty was not severe, all reported as 1.4 (Fig. 3).

Fig. 2. Digital hand-bike and digital cushion

Fig. 3. Results
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4 Conclusion

World Health Organization (WHO) provides guidance on technologies and services for
improving the health of elderly and disabled people in the community [19]. The report
recommends that new technologies to be developed and serviced for medical and
assistive devices should have good accessibility and usability and that they will be able
to use quality and effective services at a low cost. Above all, the emphasis was placed
on meeting the needs of local communities and consumers. The ICT-based health care
service model for community spinal cord injuries presented in this study shows the
appropriate level of satisfaction in both satisfaction and need, as shown in the study
results. Based on the results of this pilot study, we recognized the need for further study
and are currently preparing for the RCT clinical study. Improvements to products and
services will require constant updates. In addition, we are designing exercise equipment
to improve body function and developing products to prevent a pressure ulcer. If so,
this service could be more helpful in health care and prevention of complications, and it
can be expected to be reflected in the health insurance system.
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with these types of impairments may not realize their self-care is declining therefore
causing greater declines in mental and physical health. Symptom tracking and moni-
toring, enhanced awareness of pre-symptoms, and greater access to informational
resources through smart technology may also aid patient well-being and beneficence [6].

In previous studies conducted by this research team, correlations between mental
health and housing have been demonstrated but housing alone is not enough to promote
stabilization [7]. While mental illness is often conceptualized as a problem between the
individual and their environment, mental health care is almost entirely focused on
“fixing” the individual rather than the environment they are in. To that end, previous
research has demonstrated promising findings from the implementation of mobile and
web-based technologies in a population of individuals experiencing mood or psychotic
disorders [8–11]. Forchuk et al. revealed a 48.6% reduction in hospitalizations and 57%
fewer outpatient visits after 18 months using mobile phones for prompts and reminders
along with access to a personal health record [12]. This current project therefore reflects
a logical extension of these studies by developing a “high-dose” smart technology
intervention for those with severe mental illnesses; first by starting in hospital prototype
apartments before extending further into community homes. Two reviews have
revealed that there is a lack of evaluation of smart technology within a health care
context [13, 14]. One of which, a Cochrane review, revealed no health-related smart
technology studies that met the Cochrane Handbook criteria for inclusion and none of
the identified studies evaluated effectiveness [14].

The groundwork of this project, laid by Corring, Campbell and Rudnick [8], aims
to provide supportive systems within an individual’s environment, be it within one’s
home or a hospital transitional apartment to promote community integration, to facil-
itate chronic illness management, and support independence. Furthermore, this project
will attempt to establish the use of smart technology in assisting individuals with
mental illness and cognitive impairment in a hospital apartment setting first before
progressing and expanding into community homes. The objective of these phases was
to develop and test smart technology in delivering safe, effective mental health services.
As such, we hypothesize that this smart technology intervention will result in:

1. An increase in participants’ level of community integration.
2. An increase in participants’ housing stability.
3. A decrease in excessive health and social service utilisation.
4. An improvement in the participants’ overall health.

At present, the hospital prototype phase has been ongoing for approximately 7
months. The community phase has seen equipment installed in five homes and is
continuing to enroll participants.

2 Materials and Methods

Design
This quasi-experimental project is separated into two phases. The hospital prototype
phase is employing a within-group, mixed-methods, descriptive pilot design in order to
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ascertain the feasibility of the smart technology in a hospital setting as well as testing
the system as a whole. Data was collected upon discharge from the hospital apartment
and at 6-month follow-up.

As the project moves from the hospital prototype phase, the community phase is
adopting a more longitudinal approach in testing the project’s hypotheses. This
involves a within-group, mixed-methods, repeated-measures design. Data is being
collected over three assessments conducted at baseline, 6-month and 12-month follow-
ups. Comparisons regarding levels of community integration, health, housing stability
and service usage throughout the intervention will be observed. Ethical approval was
obtained through Western University’s Research Ethics Board and Lawson Health
Research Institute.

Description of the Settings
Health Care Providers (HCPs) at two inpatient psychiatric facilities and HCPs in
community homes coordinated with the research staff to set up various smart tech-
nologies in the apartments for individuals with mental illness. The prototype apart-
ments within the psychiatric facilities are available to individuals who were being
discharged into the community in order to provide a transitional experience. The
community homes are operated by the Canadian Mental Health Association (CMHA)
and London Middlesex Community Housing (LMCH). These include group homes,
family homes and individual apartments with staff members providing in-home care
and support on a need-to-need basis.

The System
This project has sought to incorporate real-time integration of data in order to provide
HCPs with notifications and monitoring capabilities. The system links multiple smart
technology devices and funnels the data into one database. This system has been
comprised of two software innovations; the Lawson Integrated Database (LIDB) and
the Collaborative Health Record (CHR).

The LIDB is an information management platform that collates and manages client
health information behind the St. Joseph’s Health Care hospital firewall. The LIDB
keeps health data segregated in its own database schema but is capable of matching
patient data across HCPs. With funds from the Canada Health Infoway, the research
team was able to ensure the security of the LIDB through a third-party Privacy Impact
Analysis and Threat Risk Assessment. Encrypted incremental data backups are per-
formed on a nightly basis and full backups performed weekly with both stored securely
off-site. The LIDB also utilizes virtual servers to move from one server to another to
enable continuous operations with no impact to users. Weekly meetings with software
engineers and monthly meetings with the hospital I.T. and Privacy departments have
been held since the commencement of the project to address any data security concerns
and ensure the integrity of the system. HCPs are able to log-in to the LIDB to view data
from the health monitoring devices and the CHR, and also to set the reminders to be
transmitted to the screen devices.

The CHR allows for both synchronous and asynchronous communication between
patients and HCPs to deliver team-based, longitudinal health care. The CHR operates
on the screen devices offered to the participants. The specific functions of the CHR
include:
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1. Access to personal health information and self-assessments to enhance early
identification of concerns related to symptoms.

2. A comprehensive patient-record system that provides workflows for a diverse group
of HCPs.

3. Prompts and reminders that can support care planning for symptoms and comor-
bidities (e.g. medication reminders and activity prompts).

4. Secure communication between HCPs and participants including videoconferencing
and messaging.

This functionality aids the complex care of people with severe mental illnesses by
creating an enhanced secure connection between them and their circle of care. This
helps overcome barriers to care such as mobility, transportation, or lack of resources
readily available, and reduces the number of in-person appointments necessary. Self-
assessments (known in the software as “Qnaires©”) are also completed within the CHR
by the participant which allows the HCP and care team to monitor changes and
potential crises. These self-assessments can include standardised tools used such as
Patient Health Questionnaire (PHQ-9) and fully customisable tools created by the HCP
within the CHR. The data from these assessments are then backed up to the partici-
pant’s profile in the LIDB. In the event of a crisis (e.g. a participant indicates suicidal
ideation on a Qnaire), an alert is sent to the care team so that they can act accordingly.

Equipment
Participants residing in the hospital prototype apartments can select a variety of screen
devices including smartphones, tablets, and touch-screen monitors. These devices
provide prompts and reminders generated by the LIDB to assist participants with
cognitive deficits and facilitate self-care. The touch-screen monitors are developed in-
house by the research team’s programmer. The monitor is programmed so that prompts
and reminders on the screen can be “acknowledged” by the user by pushing the “Got
It” button. This sends an automated message back to the HCP who set the reminder to
inform them the reminder was received. Furthermore, a “Help” button was added after
initial discussions with HCPs which sends a message to the participant’s care team
requesting them to provide support. This exhaustive approach of ensuring all devices
were able to connect to each other and allowed for ease of data exporting to the LIDB
was completed after weekly meetings and thorough testing.

In addition to the screen devices, the participants are offered a choice of adjunct
health monitoring devices. In the hospital prototype phase, these include weigh scales,
blood pressure monitors, glucometers, and a wearable activity tracker (smartwatch).
These devices account for the comorbidities that may be present and will support
chronic illness management. Data from these devices is pushed to the LIDB via
encrypted authentication keys and SSL connectivity. The weigh scale exports data via
WiFi whereas the glucometer, weigh scale and activity tracker utilize Bluetooth
connectivity.

The screen devices on offer for individuals residing in the community homes differ
slightly. Participants in this phase are offered smartphones and touch-screen monitors
only. This was done to further refine the intervention and allow for an additional health
adjunct health monitoring device to be offered.
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For participants in the community homes, their choice of health monitoring
equipment also differs slightly with an automated medication dispenser being made
available for selection but the blood pressure monitor and glucometer are not. The
medication dispenser was not available for the hospital prototype phase due to medi-
cation protocols within the hospital. This addition of a medication dispenser represents
the tailoring and refinement of the intervention for individuals living in the community.
This was implemented to help participants with self-medication (if appropriate) and
save time by reducing the need for participants and/or HCPs to collect medications
from the pharmacy.

In both phases, participants are given the choice of devices they can use and are able
to refuse any device with which they were not comfortable with. Participants recruited
into the study are also allowed to refuse all devices but are still expected to complete a
full semi-structured interview in order to acquire their opinions and attitudes as to why.

Recruitment
For all participants in both phases, the research team first recruited HCPs who then
referred participants to the research team. For the hospital prototype phase of the
project, the study is recruiting up to 20 participants and for the community phase, we
are recruiting up to 13 participants. Participants are excluded from the study if they do
not reside in the hospital prototype apartment for a minimum of one week.

Additional inclusion criteria for participants to participate in the community phase
of the study include:

1. Must be on a caseload of a participating HCP.
2. Able to understand English to the degree necessary to participate.
3. Living in, eligible for, and wanting, housing provided by the CMHA housing

program or LMCH.
4. Diagnosed with a psychotic or major mood disorder.
5. Identified by the clinical team to require prompting/reminding to complete activities

of daily living and self- assessments as indicated by a score between 70 and 20 on
the Social and Occupational Functioning Assessment Scale [15].

6. Must be between the ages of 18–85 years old and able to provide informed consent.

For both phases, this represents an opportunity sample as enrollment entirely
depended on whether the participant is currently residing in the hospital or in the
community. All participants have provided capable informed consent.

Procedure
The initial hospital prototype phase includes two hospital apartments located in two
psychiatric inpatient facilities. Upon consenting to participate in the study, selected
equipment was verified and approved by their HCP. The equipment was then delivered
to the participant by the research coordinator and the research team’s programmer who
then sets up the devices and provides training to the participant. Training for usage of
the CHR is provided by the research coordinator with the HCP in a one-to-one session.
The participant completes their first interview upon discharge from the hospital pro-
totype apartment. The participants complete a second interview at 6 months post-
discharge.
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The community phase is an expansion of the hospital prototype phase but partici-
pants are not crossed over, meaning that those who are discharged from the hospital
prototype apartments do not enter the community phase. Upon enrollment into the
study, participants for this phase of the project complete a baseline interview consisting
of questionnaires pertaining to demographic data, health, housing, community inte-
gration and service utilization. Follow-up interviews are then conducted at 6 months
and 12 months.

Focus groups are being provided to HCPs for both phases at the study’s end
allowing them to provide their observations and thoughts on the use of smart tech-
nology for the participants. A focus group at the study’s end for participants will only
be made available for participants in the community phase.

Instruments
In both phases of the study, the participants complete semi-structured interviews that
include the following assessment tools: Community Integration Questionnaire -
Revised (CIQ-R), Short-Form 36, EQ5D, the Housing History survey, the Health,
Social and Justice Service Utilization (HSJSU) questionnaire, and the Perception of
Smart Technology Questionnaire, a researcher-developed questionnaire that inquired
about participants’ attitudes and opinions of the equipment provided to them. Demo-
graphic data is also collected during these interviews.

Health data from the health monitoring devices include blood pressure, weight,
blood glucose levels and heart rate. This data is backed up to the LIDB and made
available to their HCPs for monitoring and tracking. Apps for these devices are pre-
loaded onto the smartphones and tablets so that participants can also monitor their data.
Participants could use the devices as and when they wished, or if directed by their HCP.

Data Analysis
Data is entered and stored on REDCap, a secure web-based database application by a
research assistant. For quantitative analysis, the research team uses SPSS Statistics
Software to generate descriptive statistics. It should be noted that data from the CHR’s
Qnaires have not, and will not, be analysed. The primary outcome of interest is the total
score from the CIQ-R. Further quantitative analyses will investigate the housing history
of the participant to assess housing stability, the health status of the participant, and
experience with health, social and justice services to evaluate service usage.

Individual interviews are held with all participants enrolled in the study. Focus
groups, as described by Krueger [16], are held with HCPs in both phases as well as
participants in the community phase. Research assistants will conduct qualitative
analyses by applying a thematic grouping of responses by identifying recurrent themes
and opinions expressed by the participants and HCPs. Specifically, an ethnographic
method of analysis will be used to observe the broader social and cultural contexts
surrounding individual experiences as well as the impact on HCPs and how the
intervention influenced their practice [17].

A standardised evaluation framework facilitated systematic effectiveness, economic,
ethical and policy analysis of outcomes [18].

Effectiveness analyses will utilise the mixed-methods approach of this study by
analysing the quantitative data from the instruments provided during the individual
interviews to assess for any changes or improvements to the participants’ health,
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service utilization and community integration. Common qualitative items from the
focus groups will also assess the usage of the technologies and suggestions for
improvement. By using a mixed methods approach, the research team is able to
ascertain the participants’ experiences with the technology as well as the effects on
health, housing stability, and community integration.

The economic analyses will focus on the value for money aspect of the intervention
as well as the costs and benefits. Specifically, the health costs of the intervention
compared to usual care as well as the costs of hospitalizations, emergency room visits,
outpatient visits and home care service.

Quantitative and qualitative findings related to views of fairness, benefits and social
inclusion will be compared to ethical standards derived from welfare theory and
accepted ethical principles of care providers (i.e. autonomy, beneficence and respect) as
part of the ethical analyses.

Finally, policy analyses will address the implications that arise from the issues
identified in the interviews such as access to and utilization of services, housing history,
impact of severity of illness, and need for personal resources.

3 Results

Data collection and enrollment into the study is currently still ongoing. However, of all
the participants approached so far, none have rejected to participate in the study and
none have participated in the study without any equipment. All participants so far have
met the study with great enthusiasm and eagerness. In terms of acceptability of the
devices offered, the participants in the study so far have been positive about having the
smart technologies in their home. When asked the question “How do you feel about
having these smart technologies in your home/hospital?” on the Perception of Smart
Technology questionnaire, preliminary analyses have revealed an average of 6.5 out of
7 demonstrating favorable attitudes towards having the technology.

Participants who have completed their interviews did not indicate any changes to
their health after using the smart technologies they had selected. However, the ability to
track health changes was seen as a benefit of the health monitoring devices. Number of
steps measured by the activity tracker and weight was seen as useful. Furthermore, one
participant highlighted that these devices aided them in making healthier choices by
checking their weight two to three times per week and reaching their goals for walking.
This could therefore reflect an uptake in healthier lifestyle choices as the devices
provide an extra level of incentive and accountability. Although screen devices could
not be used in the prototype apartment based in a forensic setting, one participant noted
they would like to have a screen device in order to use apps for nutrition and fitness.

One of the concerns that arose from an interview with one participant was the issue
of using small screens for those with visual impairments. Although the tablet used was
10.1 in. in size, the text on the screen was still too small to accommodate visual
difficulties, even when the font size had been increased. The touch-screen monitor
however was able to remedy this as the screen size was double that of the tablet and
therefore the participant was able to clearly see their prompts and reminders. One
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suggestion was to use sounds instead of text thereby reducing the need to read prompts
and reminders.

Future analyses will be able to provide more in-depth data and knowledge per-
taining to changes in community integration, health and housing stability over the
course of the study and after discharge from the hospital prototype apartments. We will
also be able to perform more detailed analyses of the effects of the smart technology on
the participants and to what degree they had an impact on their lives.

Part of this project was also to observe whether a smart technology system would
be feasible and whether it could be used in a mental health care environment. This
project has demonstrated that this system has been capable of funnelling various forms
of data from a number of different sources. Key to mental health care treatment and
recovery planning is the ability to tailor the intervention specifically to the participant.
This was achieved as participants could pick and choose the devices specific to their
care plans with no change or drop in performance from the system.

4 Discussion

Developing a reliable and secure system is a crucial step before community adoption of
the intervention and must ensure the privacy of users and their data. This initial testing
performed in the hospital prototype apartments allowed for further developments and
refinements before going live in community-based environments. The intervention has
undergone a number of enhancements from the time of its conception, mostly as a
result of the fast-moving pace of technology but also the upgrades and additions to
existing software and capabilities that meet the needs of the HCPs and participants.

To the researchers’ knowledge, there are no other community-integrated, systems-
level research studies underway that leverages novel state-of-the-art smart technology
systems in community homes or in transitional hospital apartments. This project will
advance the current knowledge of smart homes for individuals with severe mental
illness by combining innovative health platforms (LIDB and CHR) and push smart
technology to the forefront of mental health care within the home. With the infras-
tructure now in place, our team of researchers, health technology experts and software
programmers are now equipped to support individuals with mental illness living in the
community. Furthermore, this research project will have universal design potential
across a range of mental illnesses for future research studies and/or interventions where
optimal facilitation of healthy lifestyles may require smart technology support.

In terms of usage, the participants expressed they were generally satisfied with their
usage of the devices provided to them. It was noted that the smartphone and tablet may
be too small for individuals with visual impairments but the touch-screen monitor was



for the participants to maintain healthy lifestyles. The devices therefore may have acted
as an accountability tool, providing the participants with their measurements and
providing valuable feedback through enabling them to track their health. Previous
studies have linked frequent observation to weight loss using personal digital assistants
(PDAs) and daily feedback messages [19]. Research has also revealed that level of
depression has been found to be a prognostic indicator for chronic illness such as
coronary heart disease [20] and individuals with schizophrenia or depression have also
demonstrated higher rates of diabetes and cardiac disease compared to the general
population [3]. Therefore the use of health monitoring devices for individuals with
mental illness cannot be understated.

A key benefit of this intervention would be the impacts on housing and economics.
This project has allowed for the testing of commercial devices that can be easily
purchased in the community or online and installed in community homes as opposed to
expensive clinical equipment. This could inform housing policy decision-makers to
consider the use of smart technologies for future housing development planning and for
individuals with severe mental illnesses returning to the community. It is realistic to
consider that future clinicians may prescribe smart devices and personalised health care
technologies to support treatment or recovery. As the cost of mental care across Canada
has been estimated to cost billions of dollars, this intervention may propose a more
cost-effective alternative. At present, the cost of fitting an apartment with the devices
plus CHR licensing and setup, and phone plan bills is less than $20,000 per year. St.
Joseph’s Hospital in London, ON, has estimated the mental health per diem cost as
$454 per day ($165,710 per year) with a total of 10,699 patient days per year; which
amounts to a net cost of $4,857,346 per year with the most prolonged stays being those
with difficulty finding housing due to functional issues. Further costs can be saved by
reducing travelling and improving efficiency in managing caseloads through greater
monitoring and time-saving communication for HCPs [21].

Challenges
Many smart devices do not meet the security or privacy requirements of such a system
or the compatibility requirements to connect with the other selected smart devices. For
example, six different activity trackers were reviewed before one met the security and
compatibility criteria. Finding a Cloud where it’s Application Programming Interface
(API) would grant the research team easy access to the data to be exported to the LIDB
also proved to be challenging.

A challenge for this project was encouraging HCPs to adopt this technological
approach. Although a number of HCPs embraced the technology and efficiency of the
software available, others were skeptical. Due to the personal nature of the data being
collected, some were concerned about the participants’ privacy. However, concerns
were allayed during the training sessions with HCPs as monthly meetings had been
held between the hospital’s IT and Privacy departments and the research team prior to
the study’s commencement. Some HCPs in the forensic setting felt more comfortable
seeing the participant in person due to the close proximity between the prototype
apartment and the HCP’s office instead of viewing the CHR or the health data exported
to the LIDB.
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As one of the inpatient psychiatric facilities was a forensic mental health institution,
a number of security protocols needed to be addressed. Internet usage specifically was
prohibited due to the nature of the institution and the ease of access for harmful,
dangerous or offensive materials on the internet. This therefore included the prohibition
of screen devices that can connect to the internet. Further, devices with the ability to
take photos or videos were also prohibited. The touch-screen monitor was acceptable as
it could not be used for web-browsing and was programmed only to receive reminders
as well as send acknowledgements back to the LIDB. However, this meant that the
functions of a smartphone or tablet were not able to be replicated. The health moni-
toring devices were allowed as these did not allow for internet web-browsing.

5 Conclusions

Based on the preliminary findings of the current studies, the use of smart technology
offers an alternative to traditional mental health care plans by allowing for enhanced
connectivity and greater access to resources. The system described in this article is an
efficient and reliable form of data management that can allow for tracking and moni-
toring of physical and mental health data. This intervention could enable mental health
care strategies and inform policy decision-makers to adopt more smart technologies
into care and treatment plans for individuals with severe mental illness. In addition, if
implemented it can be cost-effective for individuals with mental illness living in the
community and the lack of access to non-emergency health care services, the latter of
which leads to an increase in emergency department usage and therefore funding. In
providing a quality-assured smart technology system, individuals experiencing severe
mental illness can gain access to mental health services that they may not have been
able to access previously. Critical to this was the initial prototype apartment testing to
ensure the intervention met the standards of those living in the community and their
care teams. Full acceptability of smart technology within mental health care could
support quality of care and improve integration for individuals living in the community.
This can happen by combining mental health care legislation with public awareness to
allay fears of personally identifiable data falling outside of the individual’s circle of
care, and assuring patients/tenants/HCPs that third parties will not have access to their
information as the system is capable of managing electronic medical records.
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Abstract. Within the EU-funded Pulse project, we are implementing a data
analytic platform designed to provide public health decision makers with
advanced approaches to jointly analyze maps and geospatial information with
health care data and air pollution measurements. In this paper we describe a
component of such platform, designed to couple deep learning analysis of
geospatial images of cities and some healthcare and behavioral indexes collected
by the 500 cities US project, showing that, in New York City, urban landscape
significantly correlates with the access to healthcare services.

Keywords: Transfer learning � Deep learning � Urban landscape � Health
indexes

1 Introduction

Recent advances in machine learning and deep learning enable the design and
implementation of novel data analysis pipelines that allow fusing heterogeneous data
sources to extract novel insights and predictive patterns. These approaches seem par-
ticularly suitable to help increasing our insights in the relationships between the urban
landscape of cities and the behavior of their residents, with particular focus on well-
being and healthcare indexes. In this context, it can be of interest of health care
planners and city decision-makers to have instruments able to find clusters of city areas
that share similar urban structures and to analyze some behavioral indexes of their
residents, in particular to see potential correlations and to plan similar interventions in
the different clusters, even if such clusters contain areas that are geographically far. We
have applied such approach in the context of the PULSE (Participatory Urban Living
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J. Pagán et al. (Eds.): ICOST 2019, LNCS 11862, pp. 143–153, 2019.
https://doi.org/10.1007/978-3-030-32785-9_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32785-9_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32785-9_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32785-9_13&amp;domain=pdf
https://doi.org/10.1007/978-3-030-32785-9_13


for Sustainable Environment) EU-project1. PULSE aims at developing a set of models
and technologies to predict and manage public health problems in cities and promote
health. It follows a participatory approach where citizen provide data through personal
devices that are integrated with information from heterogeneous sources: open city
data, health systems, urban sensors and satellites. The project deals with various issues
concerning air quality, lifestyle and personal behavior and it aims to investigate the
correlations between the exposure to atmospheric pollutants, the citizen habits and the
health of the citizen themselves, focusing on asthma and type 2 diabetes. PULSE is
being implemented in 5 major cities all over the world. Within PULSE, we are
implementing a data analytic platform that will provide public health decision makers
with advanced approaches to jointly analyze maps and geospatial information with
health care data and air pollution measurements.

In this paper we will describe the results obtained with a prototypical component of
such platform, designed to couple deep learning analysis of geospatial images of cities
and some healthcare and behavioral indexes, showing that in New York City urban
landscape significantly correlates with the access to healthcare services.

2 Deep Learning and Transfer Learning Models

Deep neural models provide flexible instruments to perform non-linear approximation
of a variety of multivariate functions and to extract latent variables from a data set. In a
nutshell, deep neural models are neural networks with many layers, able to map non-
linear functions with a number of parameters that is typically lower than their equiv-
alent models with one layer only. Such models are particularly attractive since they can
be used to perform clustering, regression and classification starting from data sets made
of images, texts, time series.

In dependence of the nature of the input data set, different architectures can be
exploited, ranging from the combination of many Convolutional layers in the case of
images to the use of Long-term/Short-term networks in the case of time series and
speech/text data.

Recently, an increasing number of papers are using deep learning to examine the
relationships between the urban landscape and some environmental or citizens’
behavioral data [1–3].

One of the main limits of deep learning models is related to the need of very large
data sets in order to be able to gain advantage of their capability of encoding even the
finest details that can be important to map input data, without getting trapped into noise
and poor parameters estimates.

Rather interestingly, in order to deal with this problem, it is possible to resort to an
increasing set of pre-trained deep learning models that can be used for the task of
transfer learning [4], i.e. models that are able to represent the input space into a set of
latent variables on the basis of a mapping mechanism, usually a deep neural network,
learned on a large (external) data set, so that the relationships between such latent

1 “http://www.project-pulse.eu”.
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Health care data have been extracted from the repository made available by the 500
Cities project. “500 cities” is a collaboration between CDC, the Robert Wood Johnson
Foundation, and the CDC Foundation2. The project provides city- and census tract-
level small area estimates for chronic disease risk factors (unhealthy behaviors), health
outcomes, and clinical preventive service use for the largest 500 cities in the United
States. NYC is divided in 2166 census tracts and the latest data available concerns
2017. The 27 chronic diseases measures provided by the project are listed in Table 1.

The measures include major risk behaviors that lead to illness, suffering, and early
death related to chronic diseases and conditions, as well as the conditions and diseases
that are the most common, costly, and preventable of all health problems.

Table 1. 500 cities measures grouped by category. The 27 measures include 13 health
outcomes, 9 prevention practices and 5 unhealthy behaviors.

Category Measure

Health outcomes Arthritis among adults aged � 18 years
Current asthma among adults aged � 18 years
High blood pressure among adults aged � 18 years
Cancer among adults aged � 18 years
High cholesterol among adults aged � 18 years who have been screened in the past 5
years
Chronic kidney disease among adults aged � 18 years
Chronic obstructive pulmonary disease among adults aged � 18 years
Coronary heart disease among adults aged � 18 years
Diagnosed diabetes among adults aged � 18 years
Mental health not good for � 14 days among adults aged � 18 years
Physical health not good for � 14 days among adults aged � 18 years
All teeth lost among adults aged � 65 years
Stroke among adults aged � 18 years

Prevention Current lack of health insurance among adults aged 18–64 years
Visits to doctor for routine checkup within the past year among adults aged � 18 years
Visits to dentist or dental clinic among adults aged � 18 years
Taking medicine for high blood pressure control among adults aged � 18 years with
high blood pressure
Cholesterol screening among adults aged � 18 years
Mammography use among women aged 50–74 years
Papanicolaou smear use among adult women aged 21–65 years
Fecal occult blood test, sigmoidoscopy, or colonoscopy among adults aged 50–75 years
Older adults aged � 65 years who are up to date on a core set of clinical preventive
services by age and sex

Unhealthy
behaviors

Binge drinking among adults aged � 18 years
Current smoking among adults aged � 18 years
No leisure-time physical activity among adults aged � 18 years
Obesity among adults aged � 18 years
Sleeping less than 7 h among adults aged � 18 years

2 https://www.cdc.gov/500cities/index.htm.
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3.1 The Data Analysis Pipeline

The pipeline implemented in our work is described in Fig. 2. The NAIP NYC image has
been subdivided into image square blocks having size of 256 � 256 pixels, corresponding
to a 512 m edge. Therefore, it was possible to estimate the value of each of the 27 variables
collected by “500 Cities” for each block. During this process, blocks out of the tracts or
over the sea have been excluded, thus reducing the dataset. The images have been then
processed by a pretrained deep model, thus extracting the final features for each image.
Images are clustered by resorting to k-means clustering, and the clusters, confirmed with
visual inspection, are associated to the healthcare indexes by statistical analysis.

3.2 Image Blocks

The NAIP NYC image has been subdivided into 8336 images of 256 � 256 pixels.
Each image is a square with edge equal to 512 m. It must be underlined that the original
image is georeferenced, meaning that each single pixel is precisely located in space. The
small derived tiles are georeferenced as well and can be effectively overlapped to the
health and well-being maps. The images have been processed resorting to the Matlab
Image Processing and Mapping toolboxes, which are capable of properly managing
georeferenced images. Figure 3 shows some examples of the resulting images.

It is possible to note that some of the squares have white areas, corresponding to
unmapped zones, due to the irregular borders of the image and to the presence of sea,
rivers. Due to the availability of the vector map of the borders of NYC, we have been
able to quantify, for each tile, the amount of its surface lying inside the borders of the
city; we then filtered the original tile set and maintained only those having a minimal
overlapping of 90%.

3.3 Estimation of the Healthcare Indexes for Each Image Block

The healthcare indexes of the 500 Cities database are collected for census tracts and
NYC has, as already reported, 2166 census tracts. In order to carry out our analysis,

Fig. 2. The data analysis pipeline
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we had to determine the value of the considered variables for each image block. In fact,
a given tile overlaps, in general, several tracts. Therefore, we had to implement a
simple estimator of the healthcare index of the block, as:

hci blockð Þ ¼
P

j wjhci jð Þ
P

j wj

where hci(j) is the value of the generic health care index for the j-th census tract and wj

is the percentage of the image block covered by the mentioned tract. An example is
shown in Figs. 3 and 4.

In order to properly quantify hcis, the blocks with a white area greater than 10% of
the image have been removed. The final number of image blocks used for the following
analysis has thus lowered to 2512 images. Each image has been then processed by
resorting to a deep neural model to extract a set of latent features.

Fig. 3. The quantification of the healthcare index value (SLEEP) of a block.

Fig. 4. Original census tracts with the 500 Cities SLEEP index (left hand side) and derived
quantification of the healthcare index values for SLEEP variable (right hand side).
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3.4 Deep Neural Networks Processing and Clustering

As a deep neural network model used for transfer learning, we have selected the
network developed for the 2016 Painters by number competition [6]. In such compe-
tition the goal was to learn how to discriminate the authors of paintings between 1584
unique painters, starting from a training set of 79433 instances; the test set was
composed of 23817 instances. In this case, a deep neural network model was learned,
with 23 layers, mostly convolutional layers with some max pooling layer. The Painters
network computes a layer of 2048 latent variables before the final discrimination layer
implemented with a soft-max non-linear function. Those latent variables can be used as
a way to embed generic images in the latent space. Therefore, using the software
Orange (https://orange.biolab.si) and its Python pipeline, we have processed all image
blocks with the Painters model, thus obtaining a final data matrix of 2512 examples
with 2048 features.

Such features have been used to cluster the image blocks by resorting to the well-
known K-means clustering algorithm. The value of K has been derived with a grid
search between 2 and 6 and taking the value that maximize the Silhouette coefficient.

3.5 Correlation and Statistical Analysis

The final step of the data analysis pipeline is represented by the search of statistical
correlations between the clusters and their hcis. Univariate multinomial logistic
regression was applied to estimate the probability to belong to a specific cluster given
single variables’ values. Multivariate multinomial logistic regression was performed
after removal of samples characterized by missing values. A backward stepwise
selection procedure based on AIC was applied to identify the most informative set of
variables jointly modulating the probability to belong to the clusters. Multinomial
logistic regression and the stepwise selection procedure were implemented in the R
packages “nnet” and “stats”, respectively. Analyses were performed by the R software
tool version 3.5.1 (http://www.r-project.org).

4 Results

4.1 Clustering

K-means was run on the 2512 instances with Euclidean distance and 10 reruns.
4 clusters were found to maximize Silhouette coefficient. The output of the clustering
algorithm has been validated by analyzing the cluster distribution with the tSNE two-
dimensional mapping, as reported in Fig. 5. It is easy to see that the four clusters are in
general well separated in the two-dimensional space3.

3 It is worthwhile mentioning that this criterion was qualitatively used to assess also other deep neural
networks model; Painters turned out to generate the clusters that had the best tSNE spatial
distribution of clusters.
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Thanks to visual inspection, it is possible to highlight that the four clusters well
correspond to different urban landscapes. Cluster C1 corresponds to green areas,
Cluster C2 to residential areas with small houses, Cluster C3 to industrial areas and
larger buildings, Cluster C4 to residential with larger buildings. Four examples are
shown in Fig. 6. Cluster analysis clearly show that the deep neural network model is
able to map images in the latent space that share the intuitive notion of similarity that
humans may use when they have to classify urban landscape. The method is thus able
to automatically cluster similar areas where similar interventions can be planned.

Fig. 5. The tSNE representation of the data with colors identifying the four clusters.

Fig. 6. Four images representing the clusters.
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4.2 Correlation and Statistical Analysis

Univariate analysis shows that 22 over 27 variables were significantly correlated with
the clusters. This is also confirmed with visual inspection showing the variables dis-
tributions after equal frequency discretization against the clusters, as shown in Fig. 7.

In general, cluster C1, which is the one that groups green areas, has consistently
better prevention and health indicators, but worse sleeping indexes and leisure time.
Overall, there is a gradient with all indexes moving from cluster C1, to C2, to C3 and
finally to C4, which are the residential areas with large buildings.

A multivariate multinomial logistic regression has been performed to assess if
significant correlations are present even in the multivariate setting. In this case, after a
stepwise feature selection process, 20 variables have been selected. Of those, five
variables have been found to be significant (p � 0.01) in all sub-regressions performed
by the multinomial model: Colon screening (Fecal occult blood test, sigmoidoscopy, or
colonoscopy among adults aged 50–75 years), Chronic obstructive pulmonary disease
among adults aged � 18 years, High cholesterol among adults aged � 18 years who
have been screened in the past 5 years, Chronic kidney disease among adults aged
� 18 years and finally Stroke among adults aged � 18 years.

4.3 Mapping

The blocks and the clusters have been represented in the original map, confirming the
qualitative evaluation of the clusters reported above (Fig. 8).

Fig. 7. The different distributions of Cholesterol screening among adults aged � 18 years in the
different clusters. Inhabitants of cluster C1 have much higher propensity towards screening than
those who live in Cluster C4.
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We can find green areas (C1), residential areas with larger buildings (C2), industrial
areas (C3) and finally residential areas (C4).

5 Discussion and Conclusions

The data analysis pipeline described in this paper shows that it is possible to auto-
matically correlate urban landscape with healthcare indicators at the whole city level. In
the NYC case, such correlation seems particularly strong, probably because of social
factors, which, in the US society, makes health indicators related to the urban areas
where people live.

Our work has a number of implications.
First of all, it shows that deep neural networks designed to encode image data can

be successfully reused within transfer learning approaches. Their application to rep-
resent urban landscape seems very effective.

Second, in the context of the PULSE project, the capability of finding clusters of
similar urban landscape may allow to profile city areas, in which health care decision
makers may plan similar interventions.

Finally, the combination of urban landscape and healthcare indicators is not only
useful to hypothesize the intertwining of these two dimensions, but also to further
profile urban areas by finding similar areas with similar behaviors of their inhabitants,
thus allowing also life style interventions and more “precise” health care policies.

Fig. 8. The clusters remapped in NYC. (Color figure online)
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Of course, the analysis has some limitations. First of all, the “quantification” of the
health care indexes in the city blocks have been performed by a weighted averaging of
the indexes of the census tracts included in the blocks. The weights are computed
taking into account only the spatial overlap and not the actual number of inhabitants of
the blocks. Second, the results obtained are probably “proxies” of the wealth of the
people living in the different areas. For this reason, results may be representative of
specific cities and not generalizable to other ones.

Acknowledgement. The work is part of the project PULSE, H2020 - 727816, funded by the
European Union.
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more efficient services to citizens. IT must satisfy interconnected and smart
characteristics. On one hand, city services may be interconnected through a dis-
tributed computing platform allowing integration, collection and dissemination
of data; on the other hand, to become smart they must integrate information
from various sources, analyze model, optimize and help visualization of these
complex information to make better operational decisions.

The Centre of Regional Science at the Vienna University of Technology has
identified six main components of a smart city: smart economy, smart mobility,
smart environment, smart people, smart living, and smart governance [2]. The
city of Côte Saint-Luc, Canada, faces an increased number of seniors that forces
them to find solutions for promoting aging well at home, within the city. These
circumstances leads the city to adopt a smart city approach mainly characterized
by smart living for the aging population. Efficient and economical solutions may
provide peace of mind, safety and support to limit isolation and promote social
participation. Indeed, the administrative team of the city of Côte Saint-Luc
believes that its intelligence relies on investments in human and social capital,
as well as in technology infrastructure, sustainable growth and the quality of
senior’s life. These refer to the key components “smart living” of a smart city.
The smart cities services must be able to interact with most of the aging popu-
lation, offering non-complex interfaces that are well adapted to the abilities and
preferences of each elder while maintaining functional efficiency in the delivery
of services.

The needs of seniors and their state of health change over time as they age
and loss of autonomy sets in [3,4]. Thus, as activities of daily living become more
and more difficult to perform by the senior, increasing the number of situations
of handicaps, institutionalization sometimes becomes the only solution [5]. More-
over, social interactions, community living and communication are factors that
have an important influence on quality of life [6,7]. For seniors, interacting with
citizens and participating in social activities and entertainment are essential for
a good life [6,7]. Generally, seniors can communicate with family and friends by
phone, email, and mail. However, seniors with cognitive or physical impairments
have difficulty accessing social media and participating in social activities. This
leads to social isolation and aggravation of the state of health [8].

To delay institutionalization and limit isolation, Ambient Assisted Living
(AAL) systems build smart environment that provides assistance as well as
healthcare and especially rehabilitation to seniors with physical or cognitive
deficits. AAL systems include technology networks, heterogeneous information,
smart devices, products and services. It is an ecosystem of connected objects,
medical technologies, sensor networks and software applications for the monitor-
ing and home support of frail people. To make everyday life easier, they propose
to automate complex tasks and to monitor activities of daily living for facili-
tating independence. Above all, they offer continuous assessment of activities
carried out, and a reduction in caregiver burden [3,6].

To design AAL system that fulfills the user requirements, the City needs
action-oriented approach where research questions emerge through consultation
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and interaction among several disciplines and sectors to develop socially useful,
feasible, practical, effective and sustainable solutions [9]. Stakeholders must work
together in a transdisciplinary research approach and methodology. As defined
by Harvard transdisciplinary research “Transdisciplinary Research is defined
as research efforts conducted by investigators from different disciplines work-
ing jointly to create new conceptual, theoretical, methodological, and transla-
tional innovations that integrate and move beyond discipline-specific approaches
to address a common problem”. Indeed, transdisciplinary research provides an
opportunity to bring out AAL relevant and appropriate solutions [9]. However,
these solutions must be based on a reliable architecture to guarantee efficient
services. As the domain of IoT is emerging, lack of standardization leads to a
variety of products that provokes communication issues. It is then difficult to
propose a coherent AAL system for the users. The goal of this work is twofold:
(1) to identify the technical and technological requirements to be met to enable
the city to promote aging in place for older residents; and (2) to design a soft-
ware infrastructure that provides efficient and useful AAL applications that fulfill
these requirements.

The rest of the document is structured as follows; Sect. 2 describes back-
ground and related works. Section 3 discusses the requirements and challenges
an AAL system must satisfy in a smart city context. Section 4 describes the
design and the implementation of the AAL architecture. Section 5 shows how
the architecture was deployed in five participants home to fulfill their needs. A
discussion of the deployment results follows. Finally, Sect. 6 concludes the paper
and highlights the future work.

2 Background and Related Works

AAL is a multidisciplinary approach that leverages a wide range of technologies
from different fields to deliver personalized services. Deployed AAL systems deal
with many contextual information, based on a sensor/actuator information, user
actions, user profiles, and ambient information [3]. The different AAL technolo-
gies that accompany aging in place are applied in various domains [3,5,6]:

– Facilitate communication between the senior and caregivers;
– Monitor the health parameters of the senior;
– Monitor the environment and the activities of the senior’s daily life using

sensors to ensure greater comfort and safety;
– Facilitate the mobility of people out of their homes.

To offer adequate services to the seniors, the scope of the AAL systems
covers not only the measure, control and connection of the network of sensors
and actuators, it also requires understanding the habits and the behavior of
the inhabitants in order to react according to their needs, their state of mind
and their desires [4]. A user-centered approach is therefore required, involving
the elders themselves, as well as a transdisciplinary approach that includes the
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City’s administrators, computer engineers, geriatric specialists, caregivers and
clinicians [9].

Most AAL systems are moving towards the IoT platform paradigm with
programs to control devices, display monitoring recordings, adjust ambient set-
tings, lock doors and windows, and so on [10]. The Internet of Things (IoT) is
a technological paradigm derived from innovative concepts and developments in
information and communication technologies associated with ubiquitous com-
puting, and ambient intelligence [11,12]. Such an approach brings significant
improvements to the interaction of users, but is often based on the presence
of a monolithic architecture. Monolithic architecture is complex and costly in
deployment time, with many limitations in terms of scalability and component
reuse [13]. Yet, while connected to a wide range of independent devices and sys-
tems, the architecture of today’s AAL systems tends to focus on service resiliency
and software component integration.

The choice of a general structure has an impact on the reliability, perfor-
mance, maintainability and therefore lifetime of the AAL systems. It needs a
structure that is customizable, that could adapt to various features and react
to dynamic changes to devices. Therefore, among the various infrastructure pro-
posed, AAL middleware is mainly preferred to facilitate the homogenization of
different technologies and to satisfy the prerequisite characteristics [14]. Also a
microservices platform is favored because it makes possible to design an easy-
to-scale IoT system that quickly integrates new technological components and
allows each instance to be adapted to the profile of the user [13].

3 AAL Systems Requirements and Challenges

Designing AAL systems requires respecting several characteristics and norms.
The general architecture of AAL systems must fulfill the following requirements:
heterogeneity; interoperability; usability; security; accuracy; reliability; main-
tainability; efficiency and technological scalability [15]. In a smart city context,
the vast number of users reached necessitates to assure effective services delivery.
The scalability is then twofold. Its scope covers the increase of the number of
users reached and the number of devices to integrate because of the personaliza-
tion of the services offered to each senior.

The AAL system designed and presented in this paper is part of a trans-
disciplinary methodological approach, which ensures that the issues emerging
from seniors and the city are satisfied. We will show in the following that design-
ing AAL on a middleware architecture that integrates microservices will realize
the pre-cited requirements and respond to transdisciplinary approach. These
requirements are grouped into four categories:

– Modularity: heterogeneity – interoperability – maintainability;
– Availability of services: scalability of technology – reliability – efficiency;
– Services delivery: scalability for seniors – security;
– Adaptability: adaptation to the senior profile – usability – accuracy.
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Indeed, scalability is required for the city to offer services to a large number of
citizens. However, modularity is a key requirement for the city to offer multiples
services that should evolve according to new services the city desires to offer and
new devices the IoT improvements will make available. Citizens expect also that
the city will comply with security, reliability and accuracy of the city services.

3.1 Modularity

Modularity is a concept that includes heterogeneity, interoperability and main-
tainability. Indeed, it expresses the fact that the technological components fit
together despite their differences. Due to the rapid evolution of the IoT domain,
no standard has yet emerged. Rather, a wide variety of IoT components appears
on the market including network connectivity options, proprietary or standards-
based protocols, and unknown communication methods. It is expected that for
years, new devices, new services and new protocols force IoT systems to accom-
modate various components and let them interact despite the diversity. Users
also ask to get access to IoT services irrespective to the medium used.

This heterogeneity requires interoperability without concession regarding
maintainability. Interoperability refers to the ability for the AAL system to pro-
pose interfaces that are understood by all the IoT components and to allow
access between them. Maintainability guarantees the ability of the AAL system
to continue to be interoperable in the future despite the evolution of the tech-
nology, the update of each component and the apparition of new components.

To respect heterogeneity, ensure interoperability and maintain it over time,
communication protocols as well as data format must be independent. Middle-
ware and software components address this heterogeneity issue. Middleware is a
feature that allows several devices to be managed by the platform. In general,
middleware can be considered as a software construct mediating between two or
more disparate software components [16]. The software components are part of
a system or application. It is a web service, a software package, a web resource,
or a module that encapsulates a set of functions or data. Components are a
way to break down the complexity of the software into manageable parts [14].
Each component hides the complexity of its implementation behind an interface.
This mechanism reduces the complexity of software development, maintenance,
operations, and support, and allows to reuse the same code in many systems. To
preserve this mechanism, the software components and the middleware for AAL
must be kept simple and offer broad compatibility and interoperability with most
of the IoT components. Excessive duplication of proprietary software must be
prevented. Overall, it is better to opt for solutions and initiatives that are open
source, easily to install, and quickly maintainable. Moreover, if the middleware is
built on microservices, it guarantees flexibility and ease of work in large systems,
reducing the amount of communication and coordination between entities [13].
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3.2 Availability of Services

AAL systems are intended to change according to the needs of seniors and the
configuration of the smart home that must integrate new IoT components. The
user profile and his preferences are unique, necessitating the use of personalized
sensors and actuators. Sometimes, it also requires to implement new services
or modify existing ones. Despite the scalability of the technology induced by
the changes, the AAL system must provide reliable and efficient services. This
is all the more important given that the final users are not comfortable with
technology. The software architecture must then be able to evolve with the senior
needs and inspire confidence among the seniors and the city.

Each microservice can be: deployed independently; independently designed,
developed and tested. As a result, this architecture style has a greatly increased
responsiveness to change. It makes it possible to respond better to the objectives
of responsiveness and adaptability of Agile approaches [13]. The individual com-
ponents can be run across a variety of platforms. A layered and non-monolithic
architectural organization makes it possible to promote the scaling up of compo-
nents and technical requirements in a transparent manner. Indeed, each layer is
responsible for the local management of a subset of information, while the overall
management lies with all components. To ensure the availability of services, the
system must be able to detect, to reason and act on the actions performed in the
environment. The ability to communicate and interact with the surroundings is
part of the AAL approach.

3.3 Services Delivery

The proposed architecture is intended for an entire city. It must then be able to
be deployed to multiple participants. This scalability according to the number
of seniors must not affect the quality of services offered. The AAL system must
also guarantee security as it covers private issues.

The microservice architecture structures an application as a collection of ser-
vices that are highly maintainable and testable, loosely coupled, independently
deployable and organized around business capabilities. The microservice archi-
tecture enables the continuous delivery and deployment of large and complex
applications. AAL system can be spread across multiple servers or even multiple
databases. The architecture has better fault isolation; if one microservice fails,
the others will continue to work. To evolve quickly, the system offers at least one
local cache. This is necessary to ensure the resilience of the system. For example,
if the microservice of the local user fails or is slow, other microservices will not
be affected, they should be able to work independently. In the worst case, the
remote information will be empty or classified with a default value. In this case,
the microservices will also be faster, because they will not need to join data from
a remote source to meet the demands of users.
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3.4 Adaptability

To ensure that the smart home fulfills the senior needs, the design of AAL system
must be participatory, transdisciplinary and user centered [9]. Interactions with
the smart home remain simple and integrated into everyday life to facilitate its
use by seniors. AAL systems should be able to anticipate the user’s needs as much
as possible and provide the necessary assistance in a non-intrusive and subtle
manner. The profiles, the health status of seniors and the habitats are mostly
different. The system must be organized to effectively manage these differences
and offers equal, adapted and accurate services despite the underlying differences
and the response of the users.

To ensure adaptability and ease of use, intuitive interfaces through voice
control and tangible interfaces must be offered to provide for the seniors, easy
ways to control the AAL system. At the reverse, the AAL system must put in
place mechanisms to notify caregivers using IoT components that are dispatched
into the home. Thus, the AAL architecture must share information between
the IoT components to monitor the senior anywhere, at any time, regardless of
the kind of action performed and assistance needed. Therefore, the information
shared between the IoT components is described at a high level of abstraction
in order for the IoT components to avoid specific implementation details and
rather exchange semantic information.

Fig. 1. AAL system logic architecture based on microservices.
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4 AAL Systems Design and Implementation

Deriving from the previous requirements, the AAL architecture proposed in the
City is based on a middleware that offers microservices described on a high level
of abstraction. The microservice architecture ensures interoperability between
distinct technologies over time. A microservice architecture is a specific software
system design process that structures an application as a collection of loosely
coupled services. The services work in cooperation to provide the features defined
in the system. With microservices, each application runs independently from the
others. Therefore, adding or changing features will affect only the service involved
without affecting the others.

4.1 Architecture Design

Figure 1 illustrates the logical architecture of microservices that defines the dis-
tribution and relationship between AAL systems, subsystems, and components.
This architecture, built as a set of independent microservice modular compo-
nents, is easy to test, maintain and understand. It enables organizations to
increase their agility while improving workflows and the time needed to enhance
production.

The access protocol management module provides an interface for the han-
dling of the different communication protocols based on the standard IEEE
802.15.x and 802.11. It usually acts as a driver for connected objects. Typically,
this module provides wireless mesh technology designed to carry small amounts
of data over short or medium distances.

The connectivity protocol module is designed as an extremely lightweight
published/subscribed messaging transport. It is useful for connections to remote
sites where a small code footprint is required or a reduced network bandwidth.
It implements a channel subscription mechanism. Whenever an event occurs, it
notifies all entities registered in the channel. Thus, when a new event occurs all
registered components are notified, avoiding an active standby.

The microservice of persistence and data management deals with data backup
in the appropriate databases. As part of this architecture, we deployed two
database management systems. One deals with raw data and the other with
processed data to increase efficiency in some monitoring operations.

The protocol bridge is a microservice that bundles devices and other tech-
nologies into a single solution. It provides a uniform user interface and a com-
mon approach to automating actions and rules across the system. It communi-
cates electronically with smart and not-so-smart devices, performs user-defined
actions, and provides high-level access to connected objects.

The asynchronous event driven is responsible for the web application server,
for presenting information and notifications in a client’s application. It commu-
nicates with the rest API by the PUT, GET, POST and DELETE commands.
It spreads the data to the upper layers. The Gateway API manages access, cer-
tificates, and security protocols.
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Physically, the proposed system is organized in six layers (Fig. 2). The lowest
layer is composed of connected objects, including all the sensors, equipment and
actuators that transform the habitat into a smart habitat.

Each data, each event, each action generating a stimulus is sent to the upper
layer, the layer of controllers. This layer deals with the management of con-
nected objects and the sensor network. It includes Sensors Controllers, Smart
Lamp Controllers and Voice Command Controllers. This layer allows bidirec-
tional communication between the connected objects and the middleware. The
controller layer is implemented logically in our architecture by the access proto-
col management module.

Interoperability, subscription, notification, heterogeneity, and command exe-
cution are operations performed in the middleware layer. This layer offers mostly
an abstraction to handle connected objects. It is just composed of few compo-
nents: OpenHab and MQTT servers. It is deployed in a server running on a
Raspberry Pi. Clients connect to an application server for data access. To ensure
security, the Rest API is the only API able to connect to the Rapsberry Pi for
data exploitation. All other layers consist of components that allow access and
exploitation of data via Rest APIs or rich clients.

Fig. 2. Physical architecture of the IoT components for AAL system design.
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5 Architecture Deployment

The experimental evaluation of the proposed system was performed in two
phases. During the first phase, a functional test of the user’s system assistance
scenarios was run in the laboratory to establish the perceived usefulness of the
system. During this phase, we emphasized the robustness and scalability of the
system from a user and a technological point of view. During the second phase,
we conducted a home experiment. We deployed the AAL architecture in five
senior apartments in the city of Côte Saint-Luc, Canada.
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less as possible the participants’ habitat. To meet the needs of the citizens, four
assistance mechanisms were proposed:

– Automatic lighting controlled by voice;
– Automatic lighting when the person comes out of the bedroom and goes to

the bathroom during night. A light path is installed between the bedroom
and the bathroom;

– Spotlight lighting system to remind activity (It’s time to take medication) or
objects (Do not forget the keys when going outside);

– Automatic notification of community and social information organized by the
town hall.

To illustrate the participation of seniors in the installation process, one of the
participants preferred that the light path was installed along the stairs, instead
of between the bedroom and the bathroom. He had expressed the need that the
path from the garage to the ground floor be lit when needed. Another participant,
presenting visual impairments, emphasized the advantage of ordering the turning
on of lights by voice, as soon as she entered her home.

At the end of the installation, a summative evaluation of acceptability was
requested from participants. Four of the five participants were satisfied with the
test and would be curious to go further. They found the use of voice commands
appropriate to their context.

The diversity of sensors and actuators used demonstrated the multiplicity
of protocols and the technological scalability put in place. The 80 sensors used
and distributed in about 20 devices per apartment materialize this part of the
scalability. The local cache used for each installation makes it easier to partition
the systems so that individual configurations and settings do not affect the entire
system.

Figure 3 shows, for each AAL system requirement, the elements used to per-
form the evaluation.

Fig. 3. Elements used by each requirement to make the assessment.

Many factors affect the performance of the AAL system, such as the per-
formance of connected objects, the amount of available memory, the communi-
cation mode, the response time, the architecture and operating system of each
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component, the support of communication between the IoT, the algorithms used
and the primary need of the system. In particular, heterogeneity induced by the
disparity between IoT components may contribute to other factors, such as addi-
tional downtime while some components are waiting for others. It is therefore
important to calibrate all relevant IoT components to provide information about
events, such as communication time, system time, input output time and idle
time. The six communication protocols and the eight services were interoperable
to ensure the heterogeneity of the system.

The design of the modules in microservices brings a loosely coupling between
component and a fault isolation these translate the reliability. Efficiency trans-
lates into the ability to perform non-atomic deployments and individually update
components. For the moment, the number of five participants is too small to eval-
uate the capacity of our AAL infrastructure to support scalability. It is expected
to deploy with more than 20 participants for better assessing this requirement.

6 Conclusion

This paper presents the design, development and deployment of an AAL envi-
ronment which supports independent living in smart home for seniors. The sys-
tem is based on a middleware that merges many different technologies to build
the smart environment. The backbone of the system is its modular architecture
based on microservices where different bundles (independent pieces of code) are
in charge of providing the required functionalities. It allows adding easily new
devices and new features, or replacing some devices without disrupting the sys-
tem and minimizing the adaptation effort.

Another advantage of the proposed microservice architecture is its insulation
quality and resilience. If one of the components fails, if the technology becomes
obsolete or the code is out of date, the team can design another one without
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1. Marsal-Llacuna, M.-L., Colomer-Llinàs, J., Meléndez-Frigola, J.: Lessons in urban
monitoring taken from sustainable and livable cities to better address the Smart
Cities initiative. Technol. Forecast. Soc. Change 90, 611–622 (2015)

2. Giffinger, R., Gudrun, H.: Smart cities ranking: an effective instrument for the
positioning of the cities? ACE Archit. Environ. 4, 7–26 (2010)

3. Cook, D.J., Augusto, J.C., Jakkula, V.R.: Ambient intelligence: technologies, appli-
cations, and opportunities. Pervasive Mob. Comput. 5, 277–298 (2009). https://
doi.org/10.1016/j.pmcj.2009.04.001

4. Hwang, A.S., et al.: Co-designing ambient assisted living (AAL) environments:
unravelling the situated context of informal dementia care. Biomed Res. Int. 2015,
1–12 (2015). https://doi.org/10.1155/2015/720483

5. Blackman, S., et al.: Ambient assisted living technologies for aging well: a scoping
review (2016). https://doi.org/10.1515/jisys-2014-0136

6. Rashidi, P., Mihailidis, A.: A survey on ambient assisted living tools for older
adults. IEEE J. Biomed. Heal. Inf. PP, 1 (2013). https://doi.org/10.1109/JBHI.
2012.2234129

7. Valkanova, N., Jorda, S., Vande Moere, A.: Public visualization displays of citizen
data: design, impact and implications. Int. J. Hum Comput Stud. 81, 4–16 (2015).
https://doi.org/10.1016/j.ijhcs.2015.02.005

8. Li, R., Lu, B., McDonald-Maier, K.D.: Cognitive assisted living ambient system:
a survey. Digit. Commun. Networks. 1, 229–252 (2015). https://doi.org/10.1016/
j.dcan.2015.10.003

9. Boger, J., et al.: Principles for fostering the transdisciplinary development of assis-
tive technologies. Disabil. Rehabil. Assist. Technol. 12, 480–490 (2017)

10. Yachir, A., Amirat, Y., Chibani, A., Badache, N.: Event-aware framework for
dynamic services discovery and selection in the context of ambient intelligence
and Internet of Things. IEEE Trans. Autom. Sci. Eng. 13, 85–102 (2016)

11. Gubbi, J., Buyya, R., Marusic, S., Palaniswami, M.: Internet of Things (IoT): a
vision, architectural elements, and future directions. Futur. Gener. Comput. Syst.
29 (2013). https://doi.org/10.1016/j.future.2013.01.010

12. Dohr, A., Modre-Osprian, R., Drobics, M., Hayn, D., Schreier, G.: The Internet of
Things for ambient assisted living. In: ITNG2010 - 7th International Conference
on Information Technology: New Generations, pp. 804–809 (2010). https://doi.
org/10.1109/ITNG.2010.104

13. Alshuqayran, N., Ali, N., Evans, R.: A systematic mapping study in microservice
architecture. In: Proceedings - 2016 IEEE 9th International Conference on Service-
Oriented Computing and Applications, SOCA 2016, pp. 44–51. IEEE (2016).
https://doi.org/10.1109/SOCA.2016.15

14. O’Grady, M.J., Muldoon, C., Dragone, M., Tynan, R., O’Hare, G.M.P.: Towards
evolutionary ambient assisted living systems. J. Ambient Intell. Humaniz. Comput.
1, 15–29 (2010). https://doi.org/10.1007/s12652-009-0003-5

15. Memon, M., Wagner, S.R., Pedersen, C.F., Aysha Beevi, F.H., Hansen, F.O.:
Ambient assisted living healthcare frameworks, platforms, standards, and quality
attributes (2014). https://doi.org/10.3390/s140304312

16. Albano, M.F., Ferreira, L.L., Pinho, L.M., Alkhawaja, A.R.: Middleware for smart
grids. Comput. Stand. Interfaces 38, 133–143 (2015)

https://doi.org/10.1016/j.pmcj.2009.04.001
https://doi.org/10.1016/j.pmcj.2009.04.001
https://doi.org/10.1155/2015/720483
https://doi.org/10.1515/jisys-2014-0136
https://doi.org/10.1109/JBHI.2012.2234129
https://doi.org/10.1109/JBHI.2012.2234129
https://doi.org/10.1016/j.ijhcs.2015.02.005
https://doi.org/10.1016/j.dcan.2015.10.003
https://doi.org/10.1016/j.dcan.2015.10.003
https://doi.org/10.1016/j.future.2013.01.010
https://doi.org/10.1109/ITNG.2010.104
https://doi.org/10.1109/ITNG.2010.104
https://doi.org/10.1109/SOCA.2016.15
https://doi.org/10.1007/s12652-009-0003-5
https://doi.org/10.3390/s140304312


An IoT Architecture of Microservices 167

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the

http://creativecommons.org/licenses/by/4.0/


Designing a Navigation System for Older
Adults: A Case Study Under Real Road

Condition

Perrine Ruer1(&), Damien Brun2, Charles Gouin-Vallerand3,
and Évelyne F. Vallières4

1 HEC Montreal, Montreal, QC H3T2A7, Canada
perrine.ruer@hec.ca

2 Université TÉLUQ, Montréal, QC H2S3L5, Canada
brund@acm.org

3 École de Gestion, Université de Sherbrooke, Sherbrooke, QC J1K2R1, Canada
charles.gouin-vallerand@usherbrooke.ca

4 Centre LICEF, Université TÉLUQ, Montréal, QC H2S3L5, Canada
evelyne.vallieres@teluq.ca

Abstract. Recent research allows envisioning what kind of sensory devices
could be used for drivers’ navigation in the future, particularly for older adults.
Population all around the world is aging, older adults will be more on the road.
In this paper, we present a contact-less navigation system dedicated to this
category of people based on a mobile head-up display. The aim of this system is
to preserve their mobility in order to promote their autonomy and daily social
activities. To do so, we interviewed older drivers to design a driving assistance
system and we assessed the system under real road conditions (N = 34) with
measurement of older drivers’ mental workload and the adequacy of users’
expectations. We emphasize the need to combine both measures of mental
workload. The contribution aims at providing a richer understanding of how
older people experience navigation technologies and to discuss the design rec-
ommendations of digital devices for older people.

Keywords: Older people � Driving assistance system � Mental workload �
Field studies

1 Introduction

Some research in Human-Computer Interaction (HCI) focuses on the kind of sensory
devices that could be used for a driver’s navigation in the future. That is convenient for
the case of older drivers. This category of drivers will be more and more on the road in
the next decades as shown from demographics prediction. Many physical and cognitive
changes are associated with the aging process and could have negative impacts on
driving activity. It is essential to preserve their mobility in order to continue to promote
their autonomy and to have daily social activities.

In the last decade, little focus has been given to the driving assistance system
focusing on older drivers’ mobility that could help them to drive safely in the long
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term. To promote the autonomy of older drivers, one suggestion is to design navigation
systems for and with the concerned users [1]. Several new cars are equipped with
different driving assistance systems that have the potential to help older people to drive
more safely as long as they are accepted and perceived as useful by these users with
special needs and characteristics. Therefore, the aim of the present research was to
propose a driving assistance system to promote driving for older drivers considering
their aging impairments.

Usability is something to consider when dealing with older adults. Older people do
not have the same familiarity with new technologies that young people [2]. If older
drivers question the system, this may cause them to stop using the system. It is
necessary to understand their expectations of technologies. In addition, if people are
familiar with a system, they are likely to have a more favorable opinion of it [3].

After the definition of needs and expectations with older drivers, we designed a
driving assistance system corresponding as closely as possible with these ones. The
study involves the assessment of the newly designed driving assistance system from
real-world experiments with 34 participants measures of objective and subjective
mental workload. Our contributions are (1) to design a driving system assistance for
older drivers based on Head-Up Display interactions (2) to assess the value of the
system with the assessment of different measures of mental workload.

2 Related Works

The development of transportation technologies makes possible to maintain older
drivers’ mobility by allowing them to use a personal vehicle to reach their needs. In-
vehicle systems support drivers. Their aims are to increase safety and save lives. These
systems can help drivers in critical situations or in unfamiliar environments by giving
driving information. For example: turn on your left at the next intersection [4].
However, these systems are developed most of the time for all drivers and few of them
are assessed with older drivers [4]. Especially since older drivers have their own
usability problem with computing systems [2]. They have particular needs and
expectations which could differ from other categories of people (for instance, young
people) [5].

A bad conception of a driving assistance system leads to the perception of the
complexity of the driving task and a higher risk of accidents [6]. Furthermore, a bad
conception induces more inconvenience for older drivers, whereas the system’s role is
to encourage mobility and security of the driver who uses it [6, 7]. User tests allow to
assess a system and to verify its credibility [8]. A previous study was made with older
drivers to assess a new driving system during user tests. Results indicated the system
was positively perceived. Participants were able to better understand the benefits and
limits of it [9].

Head-Up Display (HUD) is a recent interesting driving assistance system for older
drivers. It is defined as a display mode which is used to present different information to
the driver’s field view (speed information, warnings or other indicators) [10]. The
benefits of HUD are to allow quick reaction time; earlier detection of road hinders or to
let more time to scan the traffic scene [10–12]. Most research focuses on the visual
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canal to provide information during the driving task. Older drivers are more sensitive to
visual impairments with aging. Several authors agree that the main beneficiaries of
HUD systems are aging people because of their narrower field of vision [11]. HUD is
used to limit off-field sightings of the road scene by transmitting information directly
into the driver’s field of view and allowing a controlled driving task [12, 13]. A study
indicated that the use of a head-up display system was assessed by participants as it was
easy to use [10]. HUD has great potential to improve comfort for older drivers.

Interaction with driving assistance system can increase task complexity having
consequences regarding safety (i.e. distraction or increased fatigue) [13]. Mental
workload is a good indicator of distraction during the evaluation of a new driving
assistance system [14]. A system should not increase distraction involving a higher
mental workload with too much information to process [4, 13]. Mental workload
allows assessing if a computing system supports or increases people’s cognitive
resources needed, particularly when a driving assistance system is added. The system
could either assist the drivers or disturb them to drive more safely, especially older
drivers [1, 4, 6]. Indeed, older drivers are more sensitive to distraction during dual tasks
due to the aging process [15]. Mental workload is not directly observed. Two main
measures are generally used to do so: an objective measure and a subjective measure.
Objective measure is physiological cues such as heart rate, pupillary diameter, skin
temperature, electrodermal activity [16, 17]. To detect these clues, biometric sensors
are used to measure the body’s reactions reflecting the driver’s mental workload [17].
Subjective measures are questionnaires or scales to assess a specific event such as
NASA Task Load Index (NASA-TLX). It is a multidimensional assessment tool with
six different dimensions: mental demand, physical demand, temporal demand, effort,
performance, and frustration [18]. It is strongly recommended to combine these dif-
ferent type of measurements in order to better assess mental workload when using a
driving assistance system [14].

During the development of a driving assistance system, it is recommended to offer
user tests, particularly for older drivers. The measurement of mental workload makes it
possible to predict the influence (positive or negative) of a new driving assistance
system during a driving task. The HUD seems to be an interesting system for older
drivers, especially with the reduction of their field of view.

3 Methodology

The study consists of an implementation phase (3.1) and an exploratory study under
real conditions (3.2).

3.1 Implementation Phase

Driving Assistance System Choice. Among driving assistance systems, HUD is
interesting for older drivers. In our study, we used a commercialized system named
HudwayGlass. This system consists of a phone holder and a tinted plastic blade cov-
ered with a mirror coating to reflect phone screen. This system can easily be purchased
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by any driver from the company’s website1. The HudwayGlass HUD has three
advantages: (1) the system is universal and can be used in all vehicles, (2) with any
smartphone and (3) is customizable, letting the possibility to design any kind of mobile
application adapted for this type of display (Fig. 1).

The HudwayGlass company offers specific mobile applications, but for our research,
we developed our own mobile application for it to be well tailored for our intended
older drivers.

Design of Mobile Applications. Regarding the design process, we assessed expec-
tations of older drivers relative to mobile application interfaces with interviews. In
these, we asked participants about pictogram and color for three types of interfaces. We
implemented the most preferred interfaces in a mobile application (app.) named “AR-
Driving Assistant”. The mobile app has been divided into two sub-app. The first one
presents information to the driver. This sub-app was built with the Unity software and
was configured to run on an Android phone. It projects the information to the driver
through the HUD interface. The objective was to provide driving notifications with
pictograms and colors. These choices are important when designing technology
interfaces [19]. Figure 2 presents the three selected interfaces according to expectations
collected.

Fig. 1. HudwayGlass HUD

Fig. 2. Interfaces from the first sub-app. (in order of presentation: alert, information and advice)

1 http://hudwayglass.com.
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The second sub-app allows control of notifications sent to the driver and collects
data. The objective was to control the first sub-application by collecting data during
driving for later analysis (i.e. speed, breaking, position, etc.). The application consists
of a scrolling view containing several buttons including a dialog box to configure and
start sensor monitoring (Fig. 3).

This application was developed with the Android Studio software and the application
code is available on GitHub (https://github.com/limvi-licef/AR-driving-assistant).

3.2 Assessment Under Real-World Conditions

The success or failure of a driving assistance system lies in a design for the targeted
drivers.

Participants. Thirty-nine (39) participants were recruited, but only 34 took part in this
study (41% of whom were women). Five participants withdrew a few days before their
appointment for various reasons (loss of interest in the study, a problem with their
personal vehicle or health problem). The sample was composed of older people
between 60 and 85 years old (mean age: 68.8 years, standard deviation: 5.91). Par-
ticipants lived in Montreal area (Quebec, Canada). We recruited participants with a
local paper ad and with the university e-journal. Each participant was reached by phone
to answer a pre-recruitment questionnaire to verify that they matched with the selection
criteria. These criteria were to be 60 years old or more, to hold a valid driving license,
to drive each week on a regular basis and to be in good health. To confirm the relevance
of our system, we compared several measures by dividing our sample. Two groups
were randomly composed: a control group and an experimental group. The experi-
mental group (N = 17) drove with the prototype system, while the control group
(N = 17) did not have the prototype system during driving. The control group was used
as a reference group for the comparison of the collected measures. They were instructed
to perform a routine driving task.

Fig. 3. Interface from the second sub-app.

172 P. Ruer et al.

https://github.com/limvi-licef/AR-driving-assistant


Procedure. Participants were invited to read and fill out a consent form. Once com-
pleted, they answered a questionnaire to collect sociodemographic variables, such as
age, gender or driving experience. Participants were asked to drive on a highway in the
greater Montreal area. The journey distance was a loop of 63 km and was completed in
40 min. All participants must respect traffic laws and driving speed limitations. The
route drivers needed to drive was to follow the highway until exit 160. Then, they made
a turn back to the outset. The journey was selected to a limited amount of traffic on the
highway, with fewer stimuli than in urban road and to have a reproducibility of the
scenario during experiments. Highway driving is known not to increase mental
workload, unlike an urban road with the presence of less disruptive elements (e.g.
pedestrians, parked vehicles, etc.) [14]. We also avoided as much as possible peak
hours (8:00 am–9:00 am and 4:00 pm–5:00 pm) and intense traffic. We chose exper-
iments in real-world conditions because they allow assessing variables with dynamic
factors coming from the driving context [18]. Finally, they answered a questionnaire
about their overall experience and received 30 Canadian dollars for their participation.

Collected Measures. We collected two objective measures: skin temperature and
electrodermal activity. These two measures allow the assessment of the driver’s mental
workload [14, 17, 20]. During the driving task, all participants wore two biometric
sensors from the Captiv’ Solutions. These sensors are affixed with self-gripping tape
and can be positioned at different locations on the body such as wrists or elbows. Each
sensor weights 20 grams, measures 52 mm � 25 mm � 14 mm. Their sampling fre-
quency is 32 Hz with a resolution of 16 bits and 0.05 °C. The amount of data collected
is 1920 per minute for each sensor. These sensors are conveniently connected to a
wireless box. Software is available to synchronize and display the data in real time,
then record the data collected and perform subsequent analyses. Sensors were posi-
tioned on participants’ left-hand fingers and a medical tape was added to hang the wires
to the hand. They cause slight discomfort but do not prevent the steering wheel from
being grasped or the execution of driving gestures with the right hand [21].

Regarding the subjective measure NASA-TLX, Participants answered it in the car
straight after the driving task on the highway and before they got out. The first step of
the NASA-TLX was to assess the six dimensions (mental demand, physical demand,
time demand, effort, performance, and frustration) on scales ranging from low to high.
We presented a definition for each dimension to ensure the participants’ understanding.
Then, participants carried out a comparison phase and chose from two dimensions that
the experimenter said out loud. For example: “indicate the dimension required the most
effort while driving between mental demand or performance”.

All participants drove the University instrumented vehicle, named LiSA car. They
all drove this vehicle to have better comparison and not have a vehicle change that
would potentially influence the data collection. This vehicle is a Nissan Versa 2007
equipped with a data logger (AIM Evo4) and a computer embedded on board. An
experimenter was placed in the back seat of the vehicle. The experimenter indicated to
the participant that he or she could not speak during the whole driving task to not
influence the driver. The experimenter could track the collected data in real time and
complete the task with a paper-pencil statement with driving information (i.e. traffic,
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participant comments). The experimenter sent one of the three interfaces with the
second sub-application to the first sub-application.

4 Results

As a reminder, our objective is to propose a driving assistance system to promote safe
driving for older drivers. We did assessments under real-road conditions in order to
confirm if this system meets the expectations of older drivers. First, we present results
from the objective mental workload data (skin temperature and electrodermal activity)
for control and experimental groups. Then we present the subjective mental workload’s
results for both groups. We study comparison between objective and subjective mental
workload. Finally, we describe system usability assessment results completed by the
experimental group.

4.1 Objective Mental Workload

Control group participants had a lower average skin temperature than experimental
group participants (31.34 Celsius degree (°C) vs 31.81 °C). There is a small gap
between the two groups for the skin temperature. For electrodermal activity, mean is
lower for the control group than for the experimental group (2.20 micro-Siemens (µS)
vs 3.51 µS). There is a higher variability into the experimental group. Table 1 shows
descriptive results for each sensor by group.

A Mann-Whitney U test was used to compare the group’s influence on skin tem-
perature and electrodermal activity. There are no significative group’s differences
neither for skin temperature (U: 136.50; p = .78; n = 34) nor for electrodermal activity
(U: 124; p = .50; n = 34).

Even if participants in the experimental group show higher skin temperature and
electrodermal activity than participants in the control group, the differences are non-
significant. Additional experiments should confirm whether there is a difference which
can be inferred by the context or the stress induced by experimenting a new driving
assistance system.

Table 1. Descriptive results.

Group
Control group Experimental Group

Skin temperature Mean 31.34 °C 31.81 °C
Sd 2.3 °C 2.02 °C

Electrodermal activity Mean 2.20 µS 3.51 µS
Sd 1.59 µS 3.29 µS
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4.2 Subjective Mental Workload

For the control group, the most relevant dimension was mental demand (mean: 104.6),
for the experimental group, it was performance (mean: 152.94). Figure 4 presents
descriptive results.

A Mann-Whitney U test was used to compare groups’ assessment of NASA-TLX
dimensions. The hypothesis was that participants, regardless of group, would answer in
the same way. This hypothesis was confirmed for five dimensions: mental demand (U:
121.5; p = .43; n = 17), physical demand (U: 124; p = .49; n = 17), temporal demand
(U: 134.5; p = .73; n = 17), effort (U:143.5; p = .97; n = 17) and frustration (U:125;
p = .52; n = 17). The hypothesis was rejected for performance. There is a significant
difference for the performance dimension between control and experimental groups (U:
56; p < .005; n = 17). Subjective perception of participants mental workload is higher
for performance. This result suggests that the system (HUD and driving mobile app.)
had an impact on the performance dimension of driving, but not on the other dimen-
sions of the NASA-TLX. It was more demanding for participants who drove with the
system than those who drove without it.

4.3 Comparison of Objective and Subjective Mental Workload

Following the results presented above, a comparison was made on the three measures
of mental workload (objective and subjective). We wanted to identify an effect between
means of skin temperature; mean electrodermal activity; subjective conditions: mean
total weight of NASA-TLX dimensions. The inter-subject factor was the group con-
dition (control or experimental). Table 2 indicates no significant effect of objective and
subjective mental workload conditions according to the group (F [30] = .954, p < .50).
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Fig. 4. NASA-TLX descriptive results.
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This result indicates that both groups did not differ on the measures of objective and
subjective mental workload. It appears the system (HUD and driving application) is an
interesting modality for a driving assistance system for older drivers.

4.4 System Usability Assessment

After the driving task, participants from the experimental group (N = 17) were asked to
answer a questionnaire for assessing the system usability. Measures assessed were the
satisfaction of the driving experiment, the strengths and the weaknesses of the system,
and to judge the system usefulness. The overall driving experiment was rated satis-
factory or very satisfactory for 94% of participants. Participants were surveyed about
the strengths and weaknesses of the system (i.e. HUD and interfaces). They had to rate
five strengths: reliable, high-quality, useful, singular and ergonomic. Classified in order
from best to least strength, the first was its ergonomics, its usefulness, its singularity, its
high-quality rate, and the last its reliability. The five weaknesses were: seems too
expensive, impractical, ineffective, poor quality and unreliable. Amongst these, the first
is its poor quality, its unreliability, its inefficiency, its impracticality, and it seems too
expensive. These strengths and weaknesses allow us to determine what was considered
interested and what has to be improved.

Most participants indicated that the system did not interfere during the driving task
(70%). It means that the system in the participants’ field of view is not perceived as a
visual discomfort. About usefulness, 47% of participants considering the system useful
or somewhat useful compared to 53% who considered it useless or rather useless.
Subsequently, a question was asked about the benefit of the system to help driving
safely. The system was rated as very beneficial or beneficial for 41% of participants.
After testing the system, a quarter of participants would be interested in purchasing the
system (24%). And the system did not seem like other computer systems with which
participants were familiar (58%). The system was considered different from other
known computing systems. These different aspects assessed allow us to know which
ones need to be improved or preserved.

5 Discussion - Conclusion

Driving assistance systems are a solution to support the older drivers in their task.
However, this type of assistance must be adapted and designed to meet the real needs
of drivers. The assessment of the system influenced the subjective driving performance

Table 2. Multivariate ANOVA test.

Test name Value F Hypoth. Df Sig. of F Sum of square p

Pillais .09 .95 3.00 .47 .09 .24
Wilks .91 .95 3.00 .43 .09 .24
Hotelings .09 .95 3.00 .43 .09 .24
Roys .09 .95 3.00 .43 .09 .24
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of older drivers, but not the objective mental workload where results did not indicate a
significant difference between the two groups. Results of this work confirm the use-
fulness of measuring the mental workload of older drivers objectively and subjectively.
Results of objective mental workload suggested there is no increased for the experi-
mental group who assessed the system. Comparing both groups (control and experi-
mental), mean skin temperature and mean electrodermal activity was slightly higher for
drivers who had to assess the system. It means that the system tested would cause a
slight increase in mental workload during driving activity, although there is no sig-
nificant difference between groups. Objective mental workload measurements do not
always correspond to the participants’ feelings. It is the reason that we added to our
objective measurements a subjective measure (NASA-TLX scale). This combination of
mental workload measures should be encouraged in future research of older drivers.
Our results indicated only one significant difference between the experimental and
control groups: the performance dimension. The experimental group appears to have
found it more difficult to drive than the control group. One explanation may be due to
the novelty of the task, rather than the fact of driving with the system per se. Exper-
imenting with a new system may have caused more anxiety. Combining mental
workload measures is therefore recommended [14].

This study proposed to develop and assess new material based on expectations of
older drivers in Quebec province (Canada). When a driving assistance system is
designed with the intended users, it meets the expectations of users and will tend not to
increase mental workload. The whole study provides new knowledge to think about
improving driving for older drivers. A practical contribution is a development of HUD
with adapted mobile applications which can be deployed quickly on the market and
offered to older people by insurance companies.

In this study, the time to assess the system is a limitation. Participants discovered
the system and drove with it for less than one hour. Since familiarity encourages
opinion and system use [3], a longitudinal study is a proposal for future research in
order to assess the system several times to encourage its usefulness.

As we wanted to validate the different interfaces with older drivers, it depended on
the driving habits of each driver. Some would not have had as much information from
the mobile app. while driving as they received during the experiments. It is necessary to
propose a new study with the presentation of interfaces according to the context of the
driving task through the analysis of data in real time. In the current mobile app., it is
possible to collect contextual data (speed, brakes, acceleration, localization, etc.). It
might be interesting to also include a data mining technique (e.g. decision tree) for real-
time analysis of driving data. Future research could follow this direction and offer a
personalized interface to the driver based on the driving context in real time.
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Abstract. We consider a smart phone scenario with a number of apps used by a
user. The app usage data provides information about the user behavior, which
can be used to identify the user demographics and interest and in turn is used to
find similar users. In this paper, we propose a method to generate a latent space
user embedding using the user app usage data, which is a dense low-dimensional
representation of the user. This representation is used for low latency user
similarity computation and acts as the user feature representation in user
demographics prediction models.
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user’s browsing pattern and maps it into a fixed-size vector. Amir et al. [2] describe a
method to create user embedding from text to capture latent user aspects. App2Vec [3]
and AppDNA [4] are two such papers, which present methods to create embedding
which captures semantic relationship between apps. The work done by us presents a
novel unified method to compute user embedding based on the apps of the user instead
of deducing user embedding from the app embedding. [5] Shows that usage of user
embedding for the gender prediction task where the social context of the user is
available but the social context is not readily available in all cases so in the absence of
social context, the proposed approach doesn’t require the user relations. Mannan [6]
shows the use of artificial neural network for the user similarity computation but it is
computationally expensive to compute the similarity between all the set of users and it
cannot perform vector-based operations using this approach but the autoencoder fills
this gap.

3 User Embeddings Model

User embedding can be used for finding similar user. The app space cardinality is very
high but it is very sparse per user whereas dense user embeddings are usefull in this
case. User embedding can be used as a feature for predictive analytics like classification
of user into various categories extracted in an unsupervised manner. User embedding
can be used to perform vector operations like addition, subtraction etc. This can be used
to perform user analogy tasks. Our method is based on autoencoder. Autoencoder is a
neural network model, which was developed for unsupervised learning and is used for
feature extraction. [7] explains the usage of autoencoder for reducing the dimensions
using a multi-layer neural network, which is proven to be better than the standard PCA
approach. Amiri [8] presents a method to compute similarity between text pairs using
autoencoder.

3.1 Method Explanation

In this subsection, we explain the architecture of the user-embedding model based on
the autoencoder architecture. The layers of the encoder model are explained below
(Fig. 1).

Fig. 1. Architecture for the autoencoder
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(1) Input Layer – The input layer is 262,142 dimensional which is equal to the
vocabulary of the app space.

(2) Hidden later – This layer is 512 dimensional which is followed by Relu, batch-
norm, dropout respectively.

(3) Output later – This layer is 300 dimensional. Tanh computation is applied on the
output layer

The layers of the decoder model are in the reverse order until the input layer.
Sigmoid operation is applied to the output layer. Loss is optimized using the Adam
optimizer and BCELoss. Number of epoch is equal to 6. Variable learning rate is
employed per epoch- [0.1, 0.05, 0.025, 0.01, 0.005, 0.0001]. We ran the experiment on
Amazon AWS p2.xlarge which has 12 GB of GPU memory which influences the
autoencoder design (Table 1).

4 Experiments

We evaluate the user-embedding model using a private dataset collected from a survey
of the user app usage. We collected the app usage data of the users over a period of 2
months. The User set is composed of both the male and female users within the age
group from 16 to 80. App usage data consists of the app ids (For example - com.
whatsapp) of the apps used by the users within this period in the csv format. This
dataset is used to evaluate the user embedding using various tasks. The app usage data
is preprocessed using Spark to create the one hot encodings of the user app usage
vector.

4.1 User Embedding Use Cases

4.1.1 Gender Clustering
In this sub section, we try to find the relation between the embedding and the user
gender. In this case, we sampled 1000 user randomly from the two classes and generate
the user embedding using the model training earlier and generate t-sne plots.

Table 1. Algorithm to compute the user embedding using the mobile app usage data

ALGORITHM: Algorithm to compute the user-embedding model using app usage 

Input: User app usage vector for the app A1 A2 A3…… An
Output: User embedding vector for the user U1 U2 U3…… Un
1. Pre-process the app usage vector and one-hot encode the vector
2. Train the auto encoder model using the user one-hot encoded vector. 
3. Generate the user embedding from the output layer of the encoder section of the 

auto encoder. 
4. exit: end procedure
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4.1.2 Age Clustering
In this sub section, we try to find the relation between the embedding and the user age.
In the case of the age attribute based clustering of the user, we divider the user into two
groups based on different point of age as the separation point and observe that the
distinct clusters are formed at various age separation points. Figure 3 shows the user
clusters based on different age threshold point. Equal numbers of users are sample from
the two sets and t-sne plot are computed for the various threshold ages. This shows that
distinct clusters are observed under various age thresholds (Fig. 2).

4.1.3 Embedding for User Similarity Task
In this sub section, we evaluate the quality of finding users with similar attributes.

Figure 4a shows the quality of the user similarity task. In this experiment, we
sampled a subset of users from the two age groups. This figure shows the probability of
finding a user within the same age group by using the cosine distance between the user
embedding lies within the range of 0.6 to 0.8. The app usage behavior of the people in
the age group under 35 and over 35 is the least non-distinguishable in the experiment as
it can be shown in lowest cosine distance of 0.6 whereas it’s most distinguishable in the

Female
Male

Fig. 2. T-SNE based gender plot of the users based on the autoencoder embedding

Over25
Under25

Over45
Under45

Fig. 3. T-SNE based age plots of the users based on the autoencoder embedding
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age-group under 75 and over 75 as shown by the cosine distance of 0.8. Figure 4b
shows the quality of the user similarity task on dividing the user sample into two sets
based on the age threshold.

4.1.4 Validation Using Analogy Tasks
In this sub-section, we try to derive relationships based on multiple attributes. For e.g.
the deduced semantic relation between an old woman user group and old man user
group is similar to the semantic relation between young girl user group and young boy
user group. These multi-attribute semantic relations can be evaluated by performing
vector operation on the embedding. For example - To compute the semantic relation
old_woman - old_man = young_girl - X, we sample 1000 users randomly from the
each user group, compute the average of the vectors, perform this process for
the old_woman, old_man, young_girl user groups and then search the vector space for
the user_group vector closest to X using the cosine distance method and found that the
closest vector is equal to the young_boy user group. We performed eight more
experiments like this and the results are shown in the Table 2.

Fig. 4. (a) Probability of similar user in various age groups (b) Probability of similar user in
various age groups

Table 2. Analysis of the classification quality for gender prediction using user embeddings and
shallow network

Analogy Actual test case

old_woman-old_man = young_girl-young_boy 60 to 65_F-60 to 65_M = 20 to 25_F-25 to 30_M

old_woman-young_girl = old_man-young_boy 70 to 75_F-20 to 25_F = 70 to 75_M-25 to 30_M
young_girl-young_boy = old_woman-old_man 20 to 25_F-20 to 25_M = 70 to 75_F-65 to 70_M
young_girl-old_woman = young_boy-old_man 20 to 25_F-70 to 75_F = 20 to 25_M-65 to 70_M

old_man-old_woman = young_man-young_girl 60 to 65_M-60 to 65_F = 20 to 25_M-25 to 30_F
old_man-young_boy = old_woman-young_girl 60 to 65_M-20 to 25_M = 60 to 65_F-25 to 30_F

young_boy-old_man = young_girl-old_woman 20 to 25_M-70 to 75_M = 20 to 25_F-65 to 70_F
young_boy-old_woman = young_girl-old_man 20 to 25_M-70 to 75_F = 20 to 25_F-60 to 65_M
young_boy-young_girl = old_man-old_woman 20 to 25_M-20 to 25_F = 70 to 75_M-65 to 70_F
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4.1.5 User Embedding for Classification Task
In this sub-section, we use the embedding as feature for user attribute prediction and
compare its performance with a shallow prediction model with manual feature engi-
neering. The shallow prediction model is based on SVM [9] model with the following
parameters: gamma = 1 and C = 0.1. Input data to the embedding based model is the
app-based user embedding whereas the shallow network is build using the tf-idf fea-
tures of the metadata of the app ids used by the user. Table 3. shows that the
embedding based binary prediction model achieves accuracy similar to the shallow
model without hand engineered features and this method helps to build the solutions
faster. Table 4. shows the quality of the age prediction model. The recall of the classes
0 to 17 and over 55 is higher using the embedding approach because of the general-
ization aspect of embedding.

5 Conclusion and Future Work

In this paper, we have proposed a method to create user embedding for a smartphone
user based on their app usage. Our experiments highlight the usefulness of such an
embedding in capturing user behavior and for binary prediction tasks and vector
operations. In future, we plan to evaluate the use of the user embedding for the
recommendation task.
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Abstract. Air pollution in one of the main problems that big cities have
nowadays. Traffic congestion, heaters, industrial activities, among others produce
large quantities of Particulate Matter (PM) that have harmful effects on citizens’
health. This paper presents the design, development and initial validation of a
wearable device for the detection of PM concentration, with communication
capacity via WiFi and Bluetooth Low Energy and an end user interface. The
results are promising due to the high accuracy of measurements collected by the
developed device. This solution is a step forward in empowering citizens to
prevent being exposed to high levels of air pollution and is the beginning of what
could be a macro-network of air quality sensors within a Smart City.

Keywords: Air pollution � Wearable sensor � Smart cities � Particulate matter

1 Introduction

Air pollution affects the quality of life (QoL) of people in large cities [1]. Vehicular
traffic, heaters and lack of clean transport alternatives are some of the causes of this
problem [2]. According to the World Health Organization, only 20% of cities world-
wide comply with the required air quality standards [3].

Among the most dangerous pollutants, the Particulate Matter (PM) is one of the air
pollutants that causes most damage to people’s health due to its characteristics of size
and composition [4]. PM10 or Coarse Particles have a diameter of less than 10 µg,
PM2.5 or Fine Particles less than 2.5 µg, and PM1 less than 1 µg/m3 [5].

Due to the long-term exposure to air pollutants, especially PM2.5, the mortality of
people with chronic diseases is increasing [6]. Cardiovascular, respiratory and neu-
rodegenerative diseases are directly affected by the effects of these pollutants [7, 8].
One of the ways to reduce exposure to pollution is by providing awareness about the
pollution levels within the cities. Smart Cities offer data that come from the air quality
stations installed in the city from which different services and applications (e.g. PulsAir
application [9]) could gather data to empower citizens with urban, environment and
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health recommendations. However, the data currently available come from fixed sensor
stations, and do not necessary cover the entire city.

On the other hand, there are few wearable devices available in the market that seek
to provide the user with the necessary information about the pollution levels in a
precise location of the city. These solutions present certain weaknesses like the
Sparrow [10] and ATMO sensors [11] only focus on C02 detection, and The Plume
Flow [12] only uses Bluetooth as a communication protocol which limits the possibility
to scale-up this solution to other services within a Smart City.

This manuscript presents the design, development and initial validation of a
wearable real-time Air Quality (AQ) monitoring device based on PM concentration
detection, with a user-friendly interface to show AQ levels, and to report warnings,
alerts and recommendations based on the pollution levels detected. The device allows
to send the gathered data to other devices or services through WiFi and Bluetooth Low
Energy (BLE) and can be programmed to use different communication protocols. This
solution is presented as the initial step for a result applicable to large Smart Cities in
order to increase the granularity of air quality information that allows the public
authorities to develop the appropriate policies to improve the QoL of the citizens.

The next sections are organized as follows: Sect. 2 presents the methodology and
material used to develop the proposed solution; Sect. 3 includes the design, develop
and evaluation of the system; and finally, Sect. 4 presents discussions, conclusion and
future steps to extend this work.

2 Materials and Methods

The proposed solution includes the design development and initial validation of the
wearable device for air quality measurement, with a user-friendly interface and multiple
communication capabilities. The materials used throughout this work are the following:

• PMS7003 Air Quality Sensor (Plantower, Co.): this device can measure concen-
trations of PM1, PM2.5, and PM10. It has a built-in flow system that allows air
circulation through the device enabling to measure pollution levels.

• ESP32 microcontroller (Espressif Systems, Co.): it can establish communication via
Serial, WiFi and BLE protocols, which gives great versatility when transmitting or
receiving data to/from sensors, actuators and services.

• Sketch-Up software (Trimble, Inc.): is the software used to design the 3D case of
the wearable device to be printed in the Ultimaker 3 extended (Ultimaker BV).

• Air Visual Pro Air Quality device (IQAir, Inc): a commercial fixed air quality
device, capable to measure PM1, PM2.5, and PM10. The device has a test config-
uration, that allows to run tests and extract the data collected.

• Arduino Integrated Development Environment (IDE): is an open-source develop-
ment software to program multi-platform microcontrollers boards [13].
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The following methodology has been established:

1. First Phase, state of the art study of AQ sensors and protocols:

In this phase, a research of the main air pollutants and their impact on the people health
was carried out. Additionally, air quality protocols were studied in order to select the
one to be applied in our system, based on current regulations and standards. Finally, a
study of air quality sensors available in the market and comparisons were done in terms
of size, accuracy communication and energy consumption. Findings of this phase were
used to design the proposed device.

2. Second Phase, design and development of the solution:

Once the AQ sensor was selected the design and development of the electronics
necessary for the operation of the device were conducted. As a final stage, the wearable
case, where all the technology developed is built in, was designed with the 3D design
sketch tool and produced in the 3D printer.

3. Third Phase, initial validations:

This phase consisted on analysing the operation of the device according to the estab-
lished design, making the necessary adjustments and comparisons with a commercial
device to study its accuracy.

Tests were carried out following two stages to analyse the measured quality of the
solution developed compared with the Air Visual Pro air quality monitor. In the first
stage, the PM sensor was placed without any encapsulation. In the second stage, the
same test was conducted with the final design (including the case) in order to verify that
the design of the 3D encapsulation did not affect the sensor accuracy. The devices were
placed in a home kitchen and synchronized to measure PM2.5, PM1 and PM10, every
five minutes. These tests were carryout for a total of six days, three continuous days in
each test.

3 Results

This section presents the results obtained from the design, development and initial
validations according to the methodology described in Sect. 2.

3.1 Main Components and Design

The designed solution has been conceived with the purpose of being wearable, easy to
use and with multiple communication capacity. There are 5 main components: (1) a
microcontroller, that mange the sensor, actuators and interface, makes the necessary
calculations, and establishes the communications via BLE or WiFi to other devices. It
has a lithium battery port and an embedded charger module, which guarantees the
portability of the solution; (2) a sensor, that detects the PM2.5, PM1 and PM10 con-
centration and sends it to the microcontroller via serial communication; (3) a screen to
show the levels of air quality detected by the sensor; (4) a button which has the
functionality to activate the screen. In this way, battery consumption is decreased by
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not activating the screen unless the user decides to do so; and (5) a sound emitter,
which is activated in case of any health risk due to high pollution levels.

3.2 Development

For the development of the firmware, the Arduino IDE has been used taking advantage
of the compatibility with the ESP32 microcontroller.

The Air Quality Index (AQI) has been calculated with the data received through the
sensor, based on the Environmental Protection Agency standard [14], where 6 levels of
pollution are established according to the concentration level of PM. The system will
respond in different ways, depending on the AQI value, as presented in Fig. 1.

Three functionalities have been established: to sense the pollution levels, to show
the data collected, and to present the information through a user-friendly interface. The
measurements are later sent to other devices or services. The functionalities established
are the following:

1. Activation by button: when the button is pressed the device calculates the AQI and
shows on the screen the AQI levels, taking into consideration the colour scale
described by the AQI standard.

2. Remote communication: the device measurements and the calculated PM concen-
tration are sent, via BLE, to another device (e.g. smartphone) or service. This
functionality allows to present the historical data in a mobile application or to be
used by other services.

3. Pollution levels: the device reacts autonomously depending on the AQI calculated.
When the levels are in a safe range for health (PM2.5 concentration between 0 and

Fig. 1. Flow diagram of the solution.
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12 µg/m3), the device remains in passive mode. However, when the detected levels
are harmful (PM2.5 concentration above 35.5 µg/m3), the system proceeds to alert
the user by emitting an alarm sound and showing on the screen the appropriate icon.
Furthermore, if a device or service are connected, the information is sent in order to
have a historical record of the event.

Each of the functionalities described above were developed individually, and later
assembled and incorporated into the case.

4 3D Case Design

Taking into account that the users of this device can have different needs, the case has
one top cover, were all the components developed are embedded, and then includes
three exchangeable lower caps, describes as follows: (1) lower cap with a clip to attach
the device on the side of the pants or belt; (2) lower cap with a hole in one side to hang
it on bags or purses; (3) lower cap with two holes to be used with an arm band,
designed for people who do physical activities.

4.1 Initial Validations

As described in Sect. 2, the validation was carried out in 2 phases in order to ensure
that the design of the 3D encapsulation did not affect the sensor accuracy. The first,
with the prototype developed not embedded in the designed case, and the second, with
the final prototype inside the case. In both phases was calculate the mean of the PM
concentration the accuracy and the correlation between the designed solution and the
Air Visual Pro monitor.

As a result of the first phase, the PM2.5 mean obtained had an accuracy of 91.42%
and a positive correlation of 0.86, which shows that the PMS7003 sensor has an
excellent performance for the detection of PM2.5. Regarding measurements of PM1 and
PM10, a similar correlation can be observed however, the accuracy decreases but
remains over 75%.

On the second tests, the measurement of PM2.5 concentration has an accuracy of
92.69% and a correlation of 0.87. In the case of PM1 and PM10 measurements, the data
collected show a high accuracy, over 70%, and a positive correlation.

5 Discussions and Conclusion

The system developed represents a novel monitoring device that will help improving
the quality of life of people within a smart city environment. Thanks to its small design
and wearability, users can have air quality information when moving around city areas
where the monitoring stations do not cover. Big cities have insufficient air quality
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monitoring stations, hence there is no granularity in the provided air pollution data, so
that the impact that public policies have on pollution levels cannot be measured with
total accuracy.

The proposed solution can be useful to implement a macro network of distributed
air quality sensors, monitoring the pollution levels in every corner of the city and thus
implement more efficient and effective public policies that will impact positively in the
quality of life of the citizens. Taking advantage of the portability and communication
capabilities of both BLE and WiFi technologies, the developed sensor can be easily
scalable and adaptable to other communication systems and protocols such as Web of
Things [15]. The initial validation demonstrates that there are no differences in the
measures made by the proposed solution and the commercial device Air Visual Pro
monitor.

Future research lines include: (1) the conduction of usability tests in order to
improve the design of the final product; (2) largest validations of the device with
respect AQ monitoring stations in major cities; and (3) the incorporation of this
technology as part of an innovative distributed sensor network for large Smart Cities.
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Abstract. The High connectivity among devices within the Internet-of-
Things facilitates two-way flow of information throughout the infrastruc-
ture reaching homes and the consumers targeting broader energy goals.
Our proposal encompasses consumers cooperating in response to util-
ity supply conditions, i.e., electricity available from renewable sources.
Such a smart and green community of consumers autonomously adapts
its energy consumption by enabling a local aggregator to (1) integrate
their demand into a common view and, (2) re-schedule the community
demand given the renewable energy supply and the consumers’ demand
time preferences. In this paper, we evaluate the developed scheduling
algorithm using benchmark data to validate our proposal implementa-
tion over existent technology.

Keywords: Cooperative demand response · Scheduling algorithm ·
Consumer time preferences · Renewable supply

1 Introduction

Information and communication technologies (ICT) are essential tools for
enabling energy efficiency as well as establishing new energy services and solu-
tions [4]. In particular, the Internet of Things (IoT) [2] and the Smart Grid
[3] together can provide the foundational infrastructure and use of advanced
information, control and communication technologies to save energy, reduce
cost and increase reliability and transparency. Connected devices (e.g, house-
hold items, machines, or gadgets) can automatically influence each other so
increasing the overall potential for energy savings and the range of management
systems’ involvement. ICT can also play an important role in shaping consumer
behaviour [5]. Furthermore, the real exploitation of renewable sources for energy
supply presents multiple challenges not only for utilities, grid and system opera-
tors, but also for the consumers who do not see this type of information on their
utility bills [6].
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Demand response (DR) programmes appear to bolster not only energy effi-
ciency but also renewable energy resource management initiatives as to handle
their sophisticated planning and operation scheduling requirements [1,7]. In this
short paper, we present a cooperative DR system model which is designed to
promote behavioural changes in small or large communities of electricity con-
sumers. The community will target common interests (i.e., to be green) that
create the need for involved entities to reach binding agreements and coordi-
nated behaviour. We implement and analyse the resource (i.e., the renewable
supply) allocation process, initially conceived in a centralised way by means of a
data collector called the Aggregator. This entity provides the community with the
scheduling of the total demand taking into account both the renewable supply
available from the local utility providers and the costumers’ consumption time
preferences. Experimentation with estimated values and benchmarks throws fea-
sible performance cost that validates the viability of the system implementation
over existent technology (i.e., Z-Wave or IEEE 802.11i standards).

2 System Model

Figure 1 illustrates the main roles and processes within the adopted cooperative
demand response framework. In our proposal, Consumers adapt their energy con-
sumption cooperatively on a centralised way; that is, they share their demand
schedule with a data collector called Aggregator. The Aggregator facilitates
the integration of the energy consumption information and implements an opti-
mised resource allocation algorithm in response to the Utility’s supply condi-
tions, in particular, targeting renewable sources.

Fig. 1. A user (or household) equipped with an energy consumption scheduler or home
energy manager on a portable device (i.e., an app on a smartphone or tablet) that is
connected to a communication network. A community consists of a set of Consumers
sharing electricity supplier or substation.
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2.1 Consumer System Design

Let N denote an ordered set of Consumers that are willing to cooperate in
the pursuit of global community targets (i.e., become greener), sending their
data to the Aggregator. Each Consumer i ∈ N has a set of household appli-
ances Ai = {washer, dryer, coffee makers, cooker, fridge, TV, alarm, light con-
troller, water heating, AC system,. . .}. Each consumer then pre-allocates1 a cer-
tain amount of fixed demand2 as well as variable consumption resulting from
their utilisation planned for the upcoming 24 h. The daily fixed demand for con-
sumer i ∈ N is denoted by fDi =

∑23
t=0

∑
aij∈Ai

fxt
i,aij

as the aggregated load
of non-shiftable local consumption of the appliances and frequent behaviours.
Variable energy demand is considered flexible since consumer preference for an
appliance to start within a particular time interval is also taken into account.
For each appliance, there is a execution window (i.e., a closed interval) denoting
a minimal starting time and a maximal ending time. In other words, Consumer
i will keep/set the following data for his/her appliance aij ∈ Ai as in Table 1.

Table 1. Appliance configuration

Consumption
(KW/h)

Fixed consumption
(KW/h)

Duration
(hours)

Time
ON

Time
OFF

2.2 Aggregator System Design

A centralised system with aggregation tasks communicates with the Utility
as well as with the Consumers as shown in Fig. 1. An algorithm is origi-
nally built to optimise the allocation of the expected electricity supply from
renewables amongst the community’s Consumers and according to the their
expressed preferences. We denote by RWt the energy supply generated from
a set of renewable sources at a time slot t ∈ {0, . . . , 23}. The Aggregator can
easily compute the daily fixed demand for the whole community of consumers
at a time t as fDt =

∑N
i fDt

i , which should not reach the worst case such that
∑N

i

∑23
t=0 fDt

i � ∑23
t=0 RWt. By contrast, aggregation of the variable consump-

tion is an optimisation problem given the consumers’ time preferences.

1 We consider a discrete time slot system, which granularity is one hour of the day.
We have developed an energy consumption scheduling app (or home energy man-
ager) that connects via a home area network (HAN) and/or lower power wireless
such as ZigBee, with all the appliances at home and the Aggregator. The app pro-
vides the Consumer with an interface to control, monitor, visualise and program the
functioning of appliances.

2 Formulae and benchmarks can be used to estimate appliance and home electronic
energy use in kilowatt hours (kWh) as well as household local records.
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Algorithm 1. Demand Calculation Function (DCF)
1: for iappliance 1 to size of appliances configuration (Ai) do
2: RWt = RWt − Ai(fDt

i)
3: end for
4: Ai(vDt

i) = Ai(vDt
i) − Ai(fDt

i)
5: Ai(Dt

i(Dt
i < 0)) = 0

6: Ai(fDt
i) = Ai(fDt

i) − Ai(fDt
i)

Objective Function F(Ai,RWt, tosi)
Require: Ai configuration: vDt

i , fDt
i ,Lt

i, sti, eti
Ensure: sti < eti
7: HC initialisation (consume Hourly Energy)
8: for iappliance 1 to size of appliance configuration do
9: Set tsti

10: Set teti based on Li and tsti
11: for ihour time to the total number of hours do
12: if ihour belongs to interval [sti, eti] then
13: HC(ihour) ← HC(ihour) + Ai(vDt

i)
14: else
15: HC(ihour) ← HC(ihour) + Ai(fDt

i)
16: end if
17: end for
18: end for
19: RWts = RWt − HCt

20: RWts(RWts < 0) = 0
21: Demanded RWt ← min(RWt,HCt)
22: R1 = sum(RWts); R2 = max(HC)
23: Result = sum(R1 + R2)
24: return Result,Demanded RWt,HCt(tosi, toei)

The Aggregator will execute a scheduling of the community’s requested vari-
able demand per hour vDt

i when the aforementioned worst case does not apply,
and aiming at ∀t ∈ {0, . . . , 23},∑N

i (fDt
i + vDt

i) ≤ RWt. We face here a global cen-
tralised optimisation problem to which there exists a unique Nash bargaining
solution such that: ∀i ∈ {1 . . .N}, µt

i = fDt
i + min{F(vDt

i)} ≤ RWt, where F(·)3 is
in charge of shifting the variable demand given Consumers’ appliance preferred
activation time. Algorithm 1 displays a round-robin strategy over the matrix of
all appliances’ operation preferences and the remnant of the RW supply vector
after deducting the total fixed demand (Algorithm1 – lines 1–3). Upon reaching
the optimisation objective, the Aggregator will notify the community that an
agreement has been reached and privately release the reallocated demand vector−→µ i,∀i ∈ N .

3 The Aggregator can apply different strategies to the aggregated load vector vD by
shifting appliance’s demand within their preferred activation time frame as well as
by selecting one or another appliance to serve first.
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Fig. 2. Computational cost in Cases 1–4 using SA and strategies RR, randomness and
consumers with heterogeneous/homogeneous number of appliances.

3 Algorithm Validation

We evaluate the performance of Algorithm 1 with simulated4 data of consumers’
fixed and variable consumption demands at different case scenarios for appli-
ances’ fixed and variable consumption, i.e., Case 1 for high consumptions, Case
2 for high fixed expends, Case 3 when variable is high and, Case 4 for low con-
sumption communities.

Figure 2 illustrates the reallocation processing cost of communities with up to
60 consumers with up to 4 appliances, which is taking 3 min in the worst case.
In fact, worst case occurs when appliances demand high variable consumption
(Cases 1 and 3) and the algorithm performs a random strategy. On the other
hand, we found that the factor incurring the highest performance cost on our
algorithm is consumers holding a different number of appliances to schedule;
6 min in the worst case (triangle-up line in Fig. 2) and applying a sequence with
the first player being the same every time. Figure 3 throws best outcomes over
communities with low variable demand and the same number of appliances per
consumer.

4 Simulation run on a computer with the following specifications: CPU: 2.3 GHz Intel
Core i5; Memory: 8 GB 2133 MHz LPDDR3 and MATLAB R2018b. Data is esti-
mated by applying manufactures’ benchmarks.
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Fig. 3. Performance at the four case scenarios with consumers holding (left) different
number of appliances, and (right) the same number of appliances.

4 Conclusions

Smart communities, capable of identifying patterns in energy consumption, will
be able to reduce or shift their use of the utility resource, making the overall con-
sumption more sustainable and efficient. Unlike the majority of previous Demand
Response strategies that focus on pricing and aim at reducing the energy cost
and the peak-to-average ratio, our solution tends to promote a transformation of
the whole energy value chain by making consumer communities cooperate tar-
geting the available renewable energy supply. In this paper, we have shown the
performance cost of a centralised scheduling algorithm (less than 1 min cost) for
different size of communities and consumption patterns. Immediate future work
relates to the algorithm testing with real traces from the Birmingham Living
Lab and the real implementation of both algorithm and home controllers on a
pilot testbed, paying special attention to the system and network security.
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Abstract. In future, smart home and smart living applications will
enrich daily life. These applications are aware of their context, use arti-
ficial intelligence (AI) and are therefore able to recognize common use
cases reliably and adapt these use cases individually with the current
user in mind. This paper describes a concept for such an AI-based plat-
form. The presented platform approach considers different stakeholders,
e.g. the housing industry, service providers and tenants.

Keywords: Artificial intelligence · Ecosystem · Platform · Smart
home · Smart living

1 Motivation

The term “Smart Living” comprises several areas that are separated today:
energy management, health and home automation [1]. Furthermore, smart home
is a core element in a connected world. There is need for intelligent applications,
which fulfil cross-domain use cases. Smart buildings, which include smart homes
and commercial buildings, will take an important role to enable smart grid [2]
and smart city related approaches. Such approaches can only be realised with
intelligent, situation-adaptive control opportunities and building related services
[3]. This leads to more comfort, better assistance and increased safety and secu-
rity as well as improved resource efficiency and reduced overall costs. The reason
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for such advanced opportunities is the intense usage of AI. This paper describes
a concept for a platform approach to enable such an intense AI usage in smart
living.

The economic relevance of connected homes or buildings is proven by sev-
eral key figures [4,5]. In Germany there are currently approximately 19 million
residential buildings and around 42 million households. The residential build-
ings have a share of approximately 98% of the total building stock. 57% of all
Germans and 72% of single households lived for rent in 2015. [6] The 23 mil-
lion rental housing units are managed by about 68,000 companies. Due to the
situation described above, it is demanded at government level that the topic
of digitisation and connectivity for the housing industry will be addressed. For
other European countries, the situation seems not exactly the same, but similar.

2 State of the Art

There are currently various stand-alone smart home systems on the market.
Some of these are based on wired or wireless technologies, e.g. KNX [7], Home-
matic [8, S. 231], Z-Wave [8, S. 216], free@home or digitalSTROM [9]. Moreover,
most of the systems offer cloud-based remote access possibilities as an addi-
tional option for controlling the building from abroad. Of course, the biggest
value proposition for the tenant is if he is able to add various devices from dif-
ferent vendors and consume third party services in his system. There are various
middleware systems, which follow this idea like the openHAB system [10] or
ioBroker.

Middleware systems usually provide an abstraction layer for devices. Thus,
these systems are able to ensure data transfer between such systems and therefore
achieve interoperability. In smart homes and for assistance systems in general,
privacy and security issues [11] play an important role in Europe. This means
that each data record should be extended with the information, who is allowed
to do what actions at what time with it.

According to the paragraph before, it becomes obvious that available seman-
tic information is useful to include domain knowledge in suitable data structures.
For this purpose the concept of ontologies exists. Ontologies are semantic orders
of domain related terms and their relationships [12]. Due to ontologies it is pos-
sible to start semantic search operations, combine two knowledge bases or test
data for inconsistencies [13]. In the domain of smart living the SAREF ontology
[14], BRICK [15] and Web of Things [16] are ontologies or approaches which
should be investigated. The world of ontologies and knowledge representations
lost some importance in recent years because solutions for numerous challenges
were delivered by another part of AI, so-called machine learning (ML). In ML,
algorithms and statistical methods are used to find solutions for optimization
problems, e.g. more and more pre-trained neural networks offer robust high-
quality answers to related questions [21]. In the context of smart living, speech
recognition [22], object identification or energy management are relevant exam-
ples, where ML is used successfully.
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3 Challenges

Requirements are rapidly increasing in the smart building context, i.e. for achiev-
ing the energy transition flexible control and monitoring mechanisms need to
be offered. Another challenge for German society is to assist elderly people and
enable them to live in their preferred environment as long as possible. To achieve
this, AI-based smart living technologies can help to extend this period of time.
Thus, it is necessary to increase the amount of connected devices and enable
energy consumption measurement and localisation technologies to create indi-
vidual adaptable use cases. Currently, systems lack this functionality and do
not offer such individually profile-based approaches. Future smart home systems
need to have the specific user in mind, detect users’ behaviour and make the
correct conclusions. Smart speaker can help here to locate and identify persons.
Moreover voice user interfaces (VUI) can bring smart home technology to people
who are not used to smartphones. The first numbers of sold smart speakers show
that VUIs are a game changer. Anyway, there are lots of people who are still
reluctant, because they do not know what happens to their data. Summing up,
promising smart home platforms should offer a VUI and address privacy issues
as well.

Existing middleware systems are slowly beginning to ensure interoperabil-
ity [18,19]. In addition to automating tasks, smart home systems begin to offer
authentication options based on OAuth. This is pretty common for social media
websites, i.e. signing in with your Google or Facebook account to another web-
site [20]. On the one hand, this is quite comfortable for the user but on the other
hand it will be even more advanced to sign in with your preferred service and
avoid sharing data to lots of different servers abroad. Current platforms and eco
systems lack organizational interoperability. This interoperability level should
be persuaded, because only then it will be possible to create a flexible eco sys-
tem with different partners, who are able to include their specific services and
corresponding business models. The ideal place to store semantic information is
in an ontology, e.g. the SAREF ontology. Ontologies can be extended [17], hence
this should be considered by almost any platform project in the smart living
domain.

Furthermore, concepts are needed which enable the transition from hard-
coded if-else-statements towards context aware, dynamic and situation adap-
tive, self-learning approaches, which consider future trends as well. These new
approaches need to add to current best practice approaches, e.g. plug-and-play
mechanisms like the OSGI-based openHAB system. Changing the perspective
from system to device, it is possible to speak from “Thinking Objects”.

4 Approach

The following ForeSight platform approach was initiated from members of the
German Smart Living Business Initiative, a network of smart home and smart
building experts. The goal of the ForeSight platform is to create a significant
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contribution to the further development of smart buildings and homes by pro-
viding cross-domain AI-based solutions in combination with established building
automation technologies.

In the past, there have been various platform approaches, most of these were
not able to conquer the market. There are technical, legal and economic chal-
lenges to deal with. In a first step core partners were allowed to found ForeSight.
In this six months lasting project a useful platform concept needs to be created
and relevant partners have to be identified, so that the value added chain is
completed. In addition to that, established research institutes and organisations
are added to the consortium to develop the concept further and further.

Due to literature research and experience, possible partners were detected.
Afterwards, the team decided to start the working phase by founding a matrix
based organisation, composed of several working groups (WG) (see Fig. 1). The
figure shows WGs with domain specific focus and groups with cross-sectoral
topics. The WG coordinators need to collect relevant data of their WG and
interconnect with other WGs.

Installa on, 
commissioning and

opera on WG 4

Service 
engineering

WG 9

Tes ng and evalua on
WG 5

AI and ML 
WG 7

IT infrastructure, data, security and privacy (WG 6)

Interoperability (WG 8)

Use cases,
smart service
concepts and
smart service
architecture

Smart data and
AI algorithms

Opera onal 
concepts,

intelligent services
and processes

Intelligent 
environments and

laboratories

Comfort, 
assistance

WG 1

Energy
management

WG 2

Access control
WG 3

Fig. 1. The consortium created working groups to start an efficient process to push
the ForeSight concept creation.

The created ForeSight platform concept should be evaluated and verified in
laboratories and real world environments. Therefore, possible user stories and
use cases need to be identified and implemented. There are several user story
catalogues but usually there is no direct combination with AI, which is one of
the core elements of this platform approach. Therefore, a new template for user
stories was created and given to the members of the different WGs. This template
considers relations to AI services, which are necessary for the specific use case.

With reference to the challenges section, ForeSight wants to reach a high level
of interoperability, i.e. that service providers with different business models can
replace their services without much effort. The resident focuses on one use case
and the platform takes care of necessary processes in the background. To iden-
tify users is one of ForeSight’s basic features and the key to enable user specific
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use case adaptions. Horizontal interoperability ensures that the manufacturers
and cross-domain interchangeability of devices works. Vertical interoperability
considers that interoperability between two services is available, i.e. energy man-
agement use cases are interchangeable, although tenants are clients from different
energy providers. Following the thinking objects approach it is necessary to offer
the most appropriate AI method in relation to a client’s use case. It makes sense
to offer three subsystems: first, the AI method platform module; second, an IoT
platform module to make sure that all commands can be transported to sev-
eral vendor-independent devices and third, service-related apps which can be
built and ran on the IoT platform module and are allowed to connect to the
AI module. Several AI base services are necessary and will be made available in
ForeSight:

– Service for activity recognition of tenants
– Service for object identification
– Service for predictive maintenance related to Thinking Objects
– Service for self-configuration of Thinking Objects
– Service for position detection of tenants and Thinking Objects
– Service for identity and access management
– Service for optimized energy management in a group of Thinking Objects
– Service for technical-based health analysis of a building
– Service for privacy and security issues in a group of Thinking Objects

The AI platform connects with ForeSight service apps and the IoT platform
component. This service-related app offers the AI module data and a preferred
use case. Now the AI method finder needs to check the quality of the data, pick
the most appropriate AI tool and start the function. Afterwards, the answer
of the AI based platform module will be sent back. To generate high quality
answers for accessing apps, several tasks need to be addressed (see Fig. 2).

To get an impression of the time schedule, an excerpt of the ForeSight
roadmap is shown below.

– 2019, 2020: creation of the ForeSight platform concept and identification of
all project partners

– 2020, 2021: implementation of reference architecture and AI-based context
sensitive services

– 2021, 2022: realization of service layer to achieve interoperability on business
model layer

– 2023, ... : ForeSight entering the market for third party service providers

In addition to the time schedule we defined some milestones and evaluation
steps:

– 2019: Partners are able to contribute to all steps of the value added chain.
– 2020: Partners are willing and able to run the platform from 2020 to 2030.
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Fig. 2. The AI method platform offers different components to fulfil the needs of access-
ing service apps.

– 2021: Tests in labs and real world scenarios achieve satisfactory results and
robustness.

– 2022: 10 third-party companies connect to the ForeSight platform with their
own services.

– 2023: More than 80% of existing smart living systems are using a ForeSight
platform service.

5 Discussion

When designing a platform, one of the first questions which arises is who wants to
operate such a platform. The ForeSight consortium consists of several companies,
which are experienced in running platforms. A flexible service-based approach
for running the platform seems to outperform a monolithic approach, as first
interviews showed.

Numerous use cases from the ML area require high quality data in order to
train the ML models, e.g. neural networks. Such data is often not available and
must be generated, which usually takes an enormous amount of time. It will be
hard to consider such soft facts in the AI method finder function to answer the
service-based apps.

In the past, several critical factors for smart home platforms were identified,
i.e. IT security, privacy and economic beneficial business models for all stake-
holders. The appropriate treatment of these topics needs to be considered from
the very beginning to avoid major concept changes later, which results in high
costs.
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Abstract. Active mobility is a way of keeping oneself in a good health,
although it may cause some discomfort. Globally, and specifically in Sin-
gapore context, several elements can influence our decisions. The choice
of the right time for active mobility depends not only on available vehi-
cles but also on the weather and the air quality. Popular fitness trackers
motivate users by a daily step count goal. At the same time, open data,
bus arrival times or shared bicycles availability help optimise the plan-
ning of the active mobility. Given these elements, a personalised mobile
application was designed in order to facilitate the mobility choice. The
paper describes how this application was constructed. It focuses on the
use of semantic web reasoning for the integration of all factors and the
recommendation inference. The outcome of the ongoing deployment with
36 participants is presented.

1 Introduction

It is well known that physical exercise enhances blood circulation, which in turn
has additional health benefits [5]. Even in advanced age, it is not too late to start
even a simple exercise, such as a walk, to notice improvements [1]. Walking, a
light physical activity, has been recommended to cope with type 2 diabetes [2].

We consider active mobility to be one or a combination of the following
activities: walking, jogging, cycling and, to a certain extent, using a scooter
or even taking public transportation as there is an additional physical effort
compared to use of a private car or a motorcycle.

Getting physical exercise through active mobility is convenient. It has the
potential to decrease the cost of commute if it can replace some parts of one’s
journey. It can save time as well – time that would be needed to get to an
activity-specific environment like a gym. Although active mobility is essentially
an outstanding way of improving one’s health, the outdoor environment is an
important risk factor. For instance, air pollution, noise, and risk of accidents
[3]. Air pollution becomes dangerous due to increased respiration rate during a
physical activity. For that reason, the authorities usually discourage people from
performing them if the concentration of particles reaches defined thresholds.
c© The Author(s) 2019
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At the same time, other research evidence suggests that the benefits of phys-
ical activity due to walking and cycling outweigh the detrimental effects of air
pollution exposure and the risk of traffic incidents [4].

Our aim is to promote active mobility by making it more accessible and
preferable to other kinds of transportation, such as personal vehicles, taxis and
or other similar services. The focus is thus on maintaining and enhancing the
health of our users. This has to be done with respect to their profiles and the
potential environmental impact of the chosen mobility solutions. Other useful
indicators include current daily progress, e.g. using step count, as well as other
real-time and near real-time data.

We approached it by providing a unified interface for services that have been
already made available by local companies or government agencies. In the back-
end, we used semantic technology to facilitate the evolution of the application
in order to integrate new features. We also made it modular and allow adminis-
trators to create new content that are directly visible to our participants.

Context in Singapore. As in other cities, in Singapore, public transportation
faces the problem of the first and the last mile; the distance between the starting
point of the commuter’s journey and the most convenient transportation node
(bus stop, interchange or Mass Rapid Transit (MRT) station) and similarly, the
exit point of the network and their real destination.

The city-state allows bicycles-riding on both walkways and roads (unlike, for
example, France where riding a bike on a walkway is tolerated but not officially
allowed). In 2016, shared bicycles became very popular and the trend is now
decreasing. Meanwhile, the use of personal mobility devices (PMDs), mainly
electric scooters is rising. In the latest legislation in effect since February 2019,
the maximum riding speed on walkways is 10 km/h for all devices. Shared paths
(bicycles, rollers, walking) and park connector network allow 25 km/h.

2 Research Problem

This paper presents an approach to tackle the issue of sedentary life-style in
a non-intrusive way, that is suitable to everyone regardless of age or health
conditions.

The main interest of ours is to motivate the user while ensuring maximum
convenience given the space we have. This means we need to push our message
without too much pressure in order to retain the user’s attention and interest.
From the layout point of view, all necessary information should be provided
without overwhelming the user.

In the back-end side of the application, which is our main focus in this paper,
we ought to provide the aforementioned services in a dynamic way, transparent
to the user, having a lot of flexibility as the parameters might need to evolve
over time. New sources can be added and discontinued sources must not affect
the functionality of the technological solution. Therefore, the proposed solution
is expected to be modular.
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Semantic web technologies provide interesting tools to create knowledge-
based systems. They provide modularity and flexibility when removing or insert-
ing the information. However, the main difficulty is that the logical inference
may produce unexpected results and therefore, verification mechanisms have to
be implemented (Fig. 2).

From the point of view of semantic technologies in mobile applications sur-
veyed in [7], we position our software as a client-server architecture where the
reasoning is performed in a remote server. In this setting, the client only formats
and displays the information. The application would belong to several categories:
health, recommendation, map-based.

To the best of our knowledge, no holistic application focused on mobility
solution was available. We believe that a way of merging the heterogeneous data
is a valuable contribution to possible uses of the semantic web technologies.

For instance, Google Maps application, offers different mobility solutions
(public transport, walk, taxi). It even offers a travel time estimation. However,
the mobility offer is not adapted to the user’s profile nor to the current weather.
On the other hand, “fitness” applications (Fitbit, Google Fit, Apple Health)
are oriented more on achieving better values, being competitive. Therefore, we
believe this fusion of multiple functionalities has an added value for the user.

3 Application Design

The resulting Android application data flow is depicted in Fig. 1. Upon opening,
our application sends a geo-located request to our server. The server interacts
with necessary APIs to obtain the data: the current physical activity progress
rate from the fitness tracker, e.g. 90 %; the weather 2 h forecast, e.g. rain,and
current temperature, e.g. 26 ◦C; and the current air quality index (AQI), e.g.
140. From the profile stored in the database, information about one’s personal
condition is retrieved: asthma, e.g no; disability, e.g. yes. All the information is
injected into a semantic graph structure using an ontology model in which the
parameters fit: the knowledge base. The reasoning process applies our set of rules
on this knowledge base. The rules keep producing new knowledge until a “desir-
ability” of modelled mobility solutions is obtained. This information is returned
to the client and along with environmental factors (forecast, temperature, AQI).
The mobile application then presents this information to the user using colour
codes for each mobility solution.

3.1 User Interface

This part of the design process was performed by our industrial partner, having
a user-centred approach in mind. The design of the system started with an
overview of applications currently offered for major operating systems in sections
concerning mobility, well-being and physical activity. Opinions of potential users
and other stakeholders were collected in a workshop setting, using questionnaires
and brainstorming techniques.
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Fig. 1. On a request from the application, platform UbiSmart (designed according to
[6]) injects available information from multiple sources into the semantic structure of
the knowledge base, applies rules and serves a comprehensive decision and its context.

The outcome showed that a most adapted application would have a very
simple interface so that it could be used without a lot of interaction, with few
indicators. Then, incrementally complex view was defined for each indicator and
service integrated onto the application (Fitbit integration, API for bus arrivals,
points of interest, bike-sharing integration).

We defined the simple interface as a three-level indicator according to a
colour level: green, yellow and red with the intuitive meaning of the traffic lights
or gauges indicating a measure of danger.

Around this basic indicator, we developed an algorithm that aggregates avail-
able dimensions and projects them in a one dimensional variable “desirability”,
having value between 0 and 1, for each of the selected mobility solutions. It
represents to what extent we recommend the given mobility solution provided
the available information. The interval was divided into three segments, one for
each colour.

[0, 1/3]: red – mobility solution is discouraged given the circumstances;
(1/3, 2/3]: yellow – not recommended;
(2/3, 1]: green – recommended.

4 Reasoning

The core of the application was the engine for decision process about each mobil-
ity solution. Our reasoning processes has already been deployed in indoor and



216 M. Kodyš et al.

outdoor environments. Activities of daily living of elderly people were monitored
in their homes with motion sensors. In this way, their caregiver had an insight
into global tendencies and the elderly could extend their autonomy. For this
application, we used the same platform so that it is possible to integrate both
systems for the same user. This means that we would be able to offer holistic
services.

For reference, we provide only a short technological description, and details
on the used technologies can be found in [6]. In very simple terms, we make
use of semantic web technologies to model the user and their environment. The
expression language is N3, Notation3 which is a dialect of Turtle language, a terse
expression equivalent to RDF, itself a subclass of XML. The language describes
information organised in triples of concepts: subject, predicate, object. A set of
the triples forms a knowledge base.

4.1 Model

The main component of semantic web technologies is the knowledge base (KB)
that contains all pieces of information. This information is structured in triples.
A triple has a form of a three-term sentence, e.g. “hom:aqi qol:hasValue 105”.
Each term is either a concept or a literal. Each concept is identified by a unique
identifier – URI that points to its definition. A literal is a value of one of usual
data types: string of characters, numerical value, boolean value, ... The dic-
tionary of the terms and a “grammar” are defined in an ontology. An ontology
describes what can exist in the world described by our knowledge base. In simple
words, it defines the hierarchy of concepts. For instance, “cycling” is a “mobil-
ity solution”, which translates to concept of “cycling” being a subclass of the
concept of “mobility solution”.

4.2 Rules

Rules define the mechanics of our world and are also expressed as a special
kind of triples - subject is a formula, i.e. zero or more triples, enclosed in curly
braces, predicate is the string “=>”, object is another formula written in curly
braces. Formulas can contain special terms beginning with a question mark, e.g.
“?weather”. They are similar to variables in imperative programming languages.
Their scope is limited to the rule.

A set of rules applied on the current knowledge generates new information.
Depending on the evaluation of the output, appearance of some specific triples
may trigger actions on the outside world (notification), removal of the informa-
tion from the KB. Rules can be used to perform arithmetic operations, aggrega-
tion or simple inference “if ..., then ...”.

The following is an excerpt of the rule set used in our application to determine
the coefficient of air pollution from the measure of AQI obtained from a public
source.

Soundness of the manually generated rules must be verified and along with
the rules a table of all combinations was generated and is presented in Fig. 2.
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# 100 < AQI < 150
# For all users that do not have asthma, if (100 < AQI < 150) then aqiFactor equals 0.8
{hom:aqi qol:hasValue ?v. ?v math:lessThan 150. ?v math:notLessThan 100.

[]e:findall((){hom:johndoe qol:hasMedicalCondition qol:asthma}()).
(hom:walk hom:bike hom:scooter hom:moto hom:mrt hom:bus hom:car) list:member ?mode}

=> {?mode hom:aqiFactor 0.8}.

{hom:aqi qol:hasValue ?v. ?v math:lessThan 150. ?v math:notLessThan 100.
hom:johndoe qol:hasMedicalCondition qol:asthma.
(hom:scooter hom:moto) list:member ?mode}

=> {?mode hom:aqiFactor 0.6}.

4.3 Reasoner

Once the description of our universe (knowledge base) and its laws (rules) is
ready, we apply a reasoner. A reasoner is an application that takes our triplets
in input, along with the rules to be applied and a query that defines a selection
of the knowledge base that is of interest for us. The reasoner we use is called
“eye” shorthand for “Euler yet another proof Engine”. The choice of this tool
is discussed in [6]. Eye is accessed via a Javascript interface inside our NodeJS
application. Components of our application can add, remove and update the
knowledge base.

4.4 Implementation of a Decision Table

For this application, we defined basic statements and implemented the rules.
However, the most useful was the enumeration of all possible states in a table.
It is automatically generated from a list of conditions for each dimension and
their combinations. It was very helpful during verification process.

For the proof of our concept, the we integrated 6 dimensions with
the segmentation as follows. The full table contain 5 weather conditions ×
2 temperature cases × 4 AQI intervals × 1 scalar goal measure × 2 disability ×
2 asthma = 160 cells (each having a value for every mobility solution).

The visualisation of this space is presented in Fig. 2. This matrix of
16× 10 cells represents the different cases taken into account. Each cell contains
a combination of digits that denote conditions in order weather (1–5: unknown,
rain, fair, danger, wind), AQI (1–4: from better to worse), asthma (0 no or 1
yes), disability (0 no or 1 yes), temperature (0: under 36 ◦C or 1: over 36 ◦C).

There are 8 coloured segments, each of them represents a specific config-
uration of the aforementioned binary parameters. They are coded in RGB
3-dimensional colour space with following attributions: temperature = red,
asthma = green, disability = blue. Their combinations give a colour combi-
nation: e.g. black (gray background) is at all values are 0, cyan has blue and
green components so it depicts disability and asthma.

Within the coloured cluster, horizontal position indicates 4 cases of air quality
indicator AQI with healthiest lowest values on the left and in this order: under
50, up to 100, up to 150, over 150. Vertical position within each coloured block
are 5 cases of weather condition in this order: unknown, rain, good weather (fair,
overcast, cloudy), dangerous (heavy rain, thunderstorm), and windy.
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4.5 Deployment

The application was distributed to participants along with an optional Fitbit
device. We were interested in the usage rate of the application and in gathering
feedback from the users. Users own a smartphone and know at least basic inter-
actions. In order to encourage users’ feedback, the participants were invited to a
lucky draw where two participants would win an upgrade of their Fitbit device
to a newer model.

5 Results

The application was deployed to 36 very heterogeneous group of users. In the
latest phase, of 4 months, we monitored application start, reasoning cycle trigger,
and Fitbit synchronisation time-dates.

Very few participants used the application extensively. We recognise that the
installation was cumbersome due to the necessity to connect user’s Fitbit account
to our application and several runtime errors in the application linked to the use
of the GPS that need to be addressed in future versions. However the idea of
a mobility application with these features seems appreciated. The deployment
shows that 15 out of 36 users downloaded the application but needed a guided
help to set it up with Fitbit or make the reasoning work (e.g. not activated
geolocation services and hence, the application couldn’t operate).

According to 17 valid profiles, the age of participants ranged from 22 to 59
years, with an average of 31.5 years and median of 30.

The feedback from our active users include following categorised statements:

Data Empowerment. “The great power of data is when you can communicate
it to people at an individual level that makes sense for them, for example: at a
neighbourhood level . . . this is what air pollution looks like around you; what
it means for you; and what the advice is.”

Near Geolocated Data. “Using the mobile App together with the wearable
device is motivating, this is my one-stop-app for my personal data activity
crossed with impactful Urban data. Those data are geo-located and enhance
the use of the public space for citizens.”

About the Concept of Service. “Encouraging the people to be physically
active and crossing this data with urban data makes sense to empower individ-
uals in their daily lifestyle.”

Behaviour Change. “The mobile app enables to track your physical activity,
it is very motivating. For instance, I will more likely try to walk or run more,
also simple changes have an important impact on our daily lives, for example I
take the stairs instead of the escalators to exit the subway. The sport side of the
project, improving my physical activity is my main motivation.”

We also asked participants about the application’s ease of use and their
feedback was used to solve technical issues. The need of providing a walk-through
of the application was noted but scheduled for a further release.
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6 Conclusion

We presented a functional concept application for mobility solutions based on
symbolic reasoning. It combines the data from an activity tracker (Fitbit), pub-
licly available environmental data (weather forecast, local temperature and air
quality), and private profile data (asthma, disability). We described the func-
tioning and the design, and in particular, the implementation of a 6-dimensional
table used for validation of the rules.

Our solution was implemented and as an Android application deployed to
36 users. We are continuing the data collection in order to understand their
use of the application. A positive user feedback shows that the application is
able to fulfill new needs and it is encouraging us to enhance the interface and
performances.
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Group.

References

1. DeSouza, C., et al.: Regular aerobic exercise prevents and restores age-related
declines in endothelium-dependent vasodilation in healthy men. Circulation 102,
1351–1357 (2000)

2. Duclos, M., et al.: Physical activity and type 2 diabetes recommandations of the
SFD (francophone diabetes society) diabetes andphysical activity working group.
Diab. Metab. 39(3), 205–216 (2013). https://doi.org/10.1016%2Fj.diabet.2013.03.
005

3. Johansson, C., et al.: Impacts on air pollution and health by changing commuting
from car to bicycle. Sci. Total Environ. 584–585, 55–63 (2017)

4. Mueller, N., et al.: Health impact assessment of active transportation: a system-
atic review. Prev. Med. 76, 103–114 (2015). http://www.sciencedirect.com/science/
article/pii/S0091743515001164

5. Nystoriak, M.A., Bhatnagar, A.: Cardiovascular effects and benefits of exercise.
Front. Cardiovasc. Med. 5, 135 (2018). https://doi.org/10.3389/fcvm.2018.00135

6. Tiberghien, T.: Strategies for context reasoning in assistive livings for the elderly.
Ph.D. thesis, Institut National des Télécommunications (2013)
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