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Introduction
Unlike traditional open surgery, minimally invasive surgical procedures require that sur-
geons use an endoscopic system equipped with a camera to display the surgical opera-
tion area on a screen, owing to the lack of direct visibility of the operative field. In order 
to ensure that surgical procedures can be performed with precision, however, surgeons 
must still repeatedly intraoperatively refer to medical records or imaging data for the 
patient. Ensuring that surgeons can access this information in an efficient manner can 
thus reduce the overall operative duration while increasing patient safety. At present, 
access to medical electronic imaging systems in operating room (OR) settings primar-
ily consists of surgeons asking for assistance from others outside the operating table 
(including circulating nurses and anesthesiologists). These personnel, however, are more 
likely to make operational errors owing to their limited experience with the imaging 
system, potentially requiring the surgeon or their assistant to leave the sterile operating 
area so that they can operate the computerized imaging systems directly, after which re-
sterilization is required before continuing the procedure, thus interfering with the over-
all operating workflow.

There have been ongoing efforts since the early 1990s to apply advanced technologies 
as a means of establishing contact-free computerized manipulation systems that can be 
used when performing surgical procedures. Nishikawa et al. [1], for instance, designed a 

Abstract 

This article provides an overview of recent progress in the achievement of non-
contact intraoperative image control through the use of vision and sensor technolo-
gies in operating room (OR) environments. A discussion of approaches to improving 
and optimizing associated technologies is also provided, together with a survey 
of important challenges and directions for future development aimed at improving 
the use of non-contact intraoperative image access systems.

Keywords:  Non-contact interaction, Gesture control, Human–computer interaction

Open Access

© The Author(s) 2024, corrected publication 2024. Open Access  This article is licensed under a Creative Commons Attribution-NonCom-
mercial-NoDerivatives 4.0 International License, which permits any non-commercial use, sharing, distribution and reproduction in any 
medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons 
licence, and indicate if you modified the licensed material. You do not have permission under this licence to share adapted material derived 
from this article or parts of it. The images or other third party material in this article are included in the article’s Creative Commons licence, 
unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your 
intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by-​nc-​nd/4.​0/.

REVIEW

Liu et al. BioMedical Engineering OnLine  (2024) 23:108 
https://doi.org/10.1186/s12938-024-01304-1

BioMedical Engineering
OnLine

*Correspondence:   
13801010576@163.com; 
banxy0119@163.com

1 Chinese PLA Medical School, 
Beijing, China
2 Department of Thoracic 
Surgery, The First Medical Center, 
Chinese PLA General Hospital, 
Beijing, China
3 Department of Thoracic 
Surgery, Hainan Hospital 
of the General Hospital 
of the People’s Liberation Army 
of China, Sanya, China

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12938-024-01304-1&domain=pdf


Page 2 of 14Liu et al. BioMedical Engineering OnLine  (2024) 23:108

human–computer interaction (HCI) system that they designated “Face Mouse”, allowing 
surgeons to conduct simple contact-free operations by making appropriate facial move-
ments. However, these typical facial movements can only be used to perform certain 
discrete commands including “zoom/tilt/pan”, whereas they are poorly suited for con-
tinuous control, such as the viewing of computed tomography (CT) images in a layer-by-
layer manner. However, there have been significant technological advances over time. In 
contrast with facial recognition technologies, gesture recognition systems can function 
independently of the facial emotional state of the operator while also necessitating the 
use of less data to learn and exhibiting lower hardware requirements. The two main-
stream classes of gesture recognition systems consist of camera vision-based and inertial 
sensor-based methods [2].

Vision-based approaches rely on acquiring videos or images of hand gestures using 
a video system, and can be broadly classified into four main categories: (1) monocu-
lar cameras: these cameras are generally composed of a lens, a sensor, and a processor 
responsible for capturing images via a single lens and internally processing those images 
(e.g., regular cameras, video cameras, smartphone cameras); (2) multi-ocular cameras: 
these camera systems are generally composed of at least two monocular cameras, with 
each being responsible for capturing the same scene from different angles to generate 
multiple images that can be compared, providing information regarding 3D coordinates 
and depth for objects in the scene; (3) active techniques: these technologies take advan-
tage of structured light projection, which entails the projection of patterns of light from 
a structured source onto object surfaces and capturing the reflected light with a camera 
or sensor to acquire textural and geometric data related to the surface of the object in 
question (e.g., Kinect, Leap Motion, etc.); (4) invasive techniques: these technologies rely 
on the use of body markers including wrist bands, LED lights, and/or colored gloves, but 
relatively few associated studies are currently available owing to technical constraints.

Sensor-based approaches rely on capturing hand position, motion, and velocity data 
with motion sensors, and include the following: (1) inertial measurement unit (IMU) 
systems: these approaches make use of accelerometers and gyroscopes to assess fin-
ger position, degree of freedom, and acceleration; (2) electromyography (EMG): these 
approaches detect finger movements by harnessing the electrical bio-signals associated 
with human muscles; (3) WiFi and radar: these approaches detect changes in the in-air 
signal strength through the use of radio waves, broad-beam radar, or spectrograms; (4) 
other approaches: these strategies can include the use of electromagnetic, ultrasonic, 
and/or haptic technologies.

Vision‑based non‑contact intraoperative image access systems
Gestix system

Early uses of gesture recognition systems can be traced to the “Gestix” system developed 
in 2006 by Wachs et al. [3]. This system relies on the recognition of gestures using a 2D 
camera, converting these gestures into trends according to gesture temporal trajectory. 
Using this system, surgeons can enable surgeons to use hand gestures made in the air to 
select, rotate, scale, and move 3D images, achieving 96% gesture recognition accuracy. 
However, this system requires prolonged installation and setup time (~ 20 min for full 
setup), and it is only capable of recognizing gesture commands made with a single hand 
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at a time. More recently, Oshiro et al. [4] devised the contactless “Dr.aeroTAP” system, 
which can function with regular cameras while also providing support for infrared (IR) 
and stereo cameras, and can be readily set up by connecting a USB-based web camera 
and launching the aeroTAP system. This offers a clear advantage over the longer setup 
time associated with the Gestix system, and these innovative non-contact systems have 
been demonstrated to be effective surgical imaging aids in two reports to date [4].

Kinect system

Initially released in November 2010, the Microsoft Kinect sensor was designed with a 
primary focus on the gaming sector. The system consists of an IR emitter, color cam-
era, and array microphone capable of sensing the position, movement, and voice of the 
operator. The Kinect device achieved depth sensing based on the structured light prin-
ciple using data acquired from projected IR dot patterns and the IR camera [5]. Rupert 
et al. [6] were the first to describe a Kinect-based OpenNI/NITE component that was 
able to detect and segment multiple users in a scene while tracking 15 parts of the body 
in real-time (including hands, elbows, shoulders, hips, knees, feet, shoulders, head, neck, 
and torso), allowing for effective skeletal tracking that was used to resect four tumors in 
3 male patients. Subsequently, Tan et al. [7] designed the customized “TRICS” software 
program that can function with the Kinect device to enable the tracking of 3D coordi-
nates associated with skeletal and human body movement and the translation of these 
movements into gestures that can be used for medical image manipulation. TRICS pro-
vides a high level of control and flexibility through its support for specific gesture types, 
including circular gestures. Yoshimitsu et al. [8] developed a novel Kinect-based medi-
cal device designated “OPECT” and evaluated its performance across 30 neurosurgi-
cal procedures. They found that their OPECT system was capable of displaying images 
with excellent quality intraoperatively while accurately recognizing individual operator 
characteristics. Gobhiran et al. [9] explore the development of a new technique based 
on hand movement patterns and a square guide grid, utilizing the Kinect 3D sensor to 
capture these hand movements and encoding their movement paths with a chain code 
technique, ultimately employing a KNN algorithm for feature vector classification. In the 
context of gesture recognition, the screen displays a grid direction guide for the hand 
movements to minimize the potential for inter-operator error. The authors implemented 
7 total commands for image browsing including movement, zoom, contrast adjustment, 
and image retrieval, and they ultimately achieved an average recognition accuracy of 
95.72%. Liu et al. [10] designed a Kinect-based real-time gesture interaction system to 
allow for the intraoperative visualization of hepatic structures in a contact-free man-
ner by tracking hand movements and combining three hand states to enable the effec-
tive control of hepatic structure visualization through zooming, rotation, transparency 
adjustment, fusion, and the selection of blood vessels. Glinkowski et al. [11] also estab-
lished a Kinect-based application (Ortho_Kinect_OR) capable of controlling intraoper-
ative medical image access while also providing support for telemedicine applications 
including intraoperative telementoring and teleconsultation.

While it does offer certain innovative features in the context of gesture recognition, 
there are some limitations associated with the Kinect system. For one, the performance 
of the Kinect depth camera is impaired under low-light conditions or in highly reflective 
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settings, contributing to suboptimal recognition accuracy. To correctly capture move-
ments, the system also requires sufficient space (at least 6 m2 of floor space), which may 
not be feasible in confined OR settings. Additionally, this system lacks the necessary 
sensitivity to capture motion at longer distances, particularly against complex back-
grounds, potentially resulting in missed or misjudged movements. The Kinect also has 
the potential to experience delays when processing high-speed movements, and it lacks 
the accuracy needed to recognize small or rapid gestures [12]. Further optimization of 
the Kinect hardware and associated algorithms is thus necessary to achieve better ges-
ture recognition performance and response speeds under a range of conditions and in 
various environments.

Leap motion controller

The LMC sensor, which was first made available in 2013, consists of two IR stereo cam-
eras and three IR LEDs, allowing for the tracking of 27 distinct hand elements includ-
ing joints and bones with an accuracy of up to 1/100th of a millimeter [13], making it 
better suited than the Kinect system to use in an OR setting. Feng et al. [14] evaluated 
the accuracy, efficacy, and operator satisfaction levels associated with these two devices 
when used for intraoperative imaging. When 10 surgeons used Kinect and LMC devices 
as well as a conventional mouse to perform five image interaction tasks (zooming, 
panning, step-by-step navigation, circle measurements, and line measurements), the 
Kinect and LMC yielded comparable accuracy for most tasks, with the Kinect exhibit-
ing higher error rates during the step-by-step navigation task. The LMC system yielded 
shorter completion times relative to the Kinect system, and was preferred by these sur-
geons when performing measurement tasks, particularly those associated with a high 
degree of precision. Rosa et al. [15] were the first to implement a contactless natural user 
interface (NUI) LMC system when performing dental surgery, allowing for the zoom-
ing or rotation of images by surgeons with one or two finger movements. Chiang et al. 
[16] employed an LMC-based 3D stereo image observation system capable of provid-
ing two medical image observation tools usable by surgeons to quickly observe image 
cross-sections while incorporating view-through functionality to allow for the dissec-
tion of hidden information in 3D stereo images in a layer-by-layer manner. This LMC 
system can be used to intraoperatively access both CT and MRI images [17]. Zhang et al. 
[18] deployed an LMC-based approach to 3D spatial perception with Aruco visual tags. 
In their system, initial gesture recognition was achieved with an LMC device, whereas 
Aruco tags were used to improve overall operative accuracy based on their unique rec-
ognition and localization features. Further efforts to employ Aruco tags in the context 
of intraoperative contactless image access have the potential to improve operative effi-
ciency and accuracy for surgeons performing gesture operations. Sa-nguannarm et  al. 
[19] further employed an LMC system for the classifications of 10 gestures matched to 6 
commands on the program screen (waiting, selecting, adjusting brightness, etc.) as well 
as four button commands (zooming in, zooming out, clockwise rotation, and counter-
clockwise rotation). Using this classification system, the authors achieved an average 
accuracy rate of 95.83%, ensuring accurate and efficient contactless access to medical 
images.
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Although the LMC has a high degree of potential utility in surgical settings, further 
improvements will be necessary for it to more effectively meet the specific needs of 
surgeons. For one, the system must be capable of accurately recognizing complex ges-
tures and ensuring intuitive and responsive operations with high levels of customization 
and personalization suited to the operating habits of particular surgeons and the spe-
cific considerations associated with specific surgical procedures. Secondly, this device 
needs to be capable of effectively integrating the functions of the imaging and control 
software in real time through the development of appropriate tools and plugins capable 
of ensuring accurate, smooth operation while taking the compatibility of different soft-
ware programs into account. Cho et al. [20] suggested the use of a personalized auto-
mated classifier through the use of the LMC for gesture acquisition in combination with 
support vector machine (SVM) and Naïve Bayes classifier-based training and testing 
strategies. This classifier is capable of being trained in accordance with the gestures of 
individual operators, thus enabling gesture recognition with greater accuracy and supe-
rior motion sensitivity together with a lower rate of inaccurate results. Ameur et al. [21] 
successfully recognized 11 gestures employed for contact-free medical image manipula-
tion by acquiring data with an LMC device and combining this with a range of classifica-
tion methods (e.g., SVM and multilayer perceptron) to achieve up to 91.73% accuracy. 
Using this optimal recognition rate, they were able to further simplify contactless inter-
actions with medical images in OR settings.

Excessive numbers of gestures or overly cluttered gestures can markedly increase the 
difficulty of starting and the associated operation error rate. Selecting appropriate sets of 
gestures associated with particular tasks is thus vital when designing novel systems [22]. 
Research has demonstrated that people are generally only capable of remembering up to 
6 gestures [23]. Tommaso et al. [24] proposed new approaches to the configuration and 
ergonomic optimization of LMC systems, simplifying the associated gesture configura-
tion through the adoption of a steering mode such that operators need only utilize three 
gestures for five functions, thereby reducing the overall number of gestures and simpli-
fying the utilization of the system as a whole.

Sensor‑based contact‑free intraoperative image access systems
Inertial sensors and MYO

Vision-based gesture recognition systems are subject to limitations associated with 
ambient light levels, and may be disagreeable to surgeons who would prefer not to be 
monitored constantly by a camera. These issues can be overcome by enabling position-
independent interaction through the use of wearable inertial sensors on the head, wrists, 
and/or body [25, 26]. These sensors eliminate any need for the direct gaze of the opera-
tor, and ensure that only the individual wearing the sensors can interact with the system 
[27]. Bigdelou et al. [28] examined potential hardware issues associated with such iner-
tial sensor-based systems including drift and noise, which have the potential to impair 
sensor output accuracy or to propagate gradual increases in measurement error levels. 
While these technologies generally necessitate lower amounts of OR space and are free 
of any issues related to line-of-sight, they typically necessitate training based on training 
based on pre-acquired datasets, in addition to being limited by the intuitive nature of the 
gestures [29].
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Hettig et  al. [30] proposed an innovative approach to completely contactless medi-
cal image viewer control through the implementation of an input device consisting of 
a myoelectric gesture-controlled (MYO) armband. This technique can analyze and 
interpret EMG signals corresponding to muscle activity captured using surface EMG 
(sEMG) sensors. By using specific gestures to activate particular muscle groups (such as 
fist clenching or the spreading of the fingers), surgeons can generate appropriate EMG 
signals that are captured by the sensor and interpreted as specific actions or commands. 
This MYO armband consists of eight sEMG sensors capable of mapping five gestures to 
four different software functions while also providing haptic vibration feedback. In clini-
cal testing, however, this device achieved recognition rates that were too low for reliable 
clinical use (56–86%), including high false-positive recognition rates. Margallo et al. [31] 
first employed the MYO armband to control preoperative images during laparoscopic 
surgical procedures, comparing this system to Kinect and Leap Motion-based systems. 
Of the three, the Kinect system was regarded as being the most labor-intensive, whereas 
the MYO armband and associated voice commands were regarded as being the most 
precise and intuitive. Even so, many individual-specific factors can affect sEMG sig-
nals including electrode positioning, skin impedance, and the amount of subcutaneous 
fat. As a result, there tend to be marked differences in sEMG signals generated among 
operators even when making the same movement. There thus remains a pressing need 
to develop efficient strategies capable of recognizing movements across individuals in 
order to enable the more practical implementation of EMG-based systems [32, 33].

Radar sensors

Relative to other approaches, radar-based technologies offer advantages including low 
costs, high levels of accuracy, environmental resilience, and the ability to ensure privacy 
[34]. To overcome the limitations associated with wearable devices and computer-based 
vision, devices, Miller et al. [35] devised a directional radar gesture recognition system 
that they designated “RadSense”. This system leverages the Doppler effect to capture 
gestures with a continuous wave (CW) radar sensor while transmitting the associated 
gesture signals to a computer through a Bluetooth Low Energy (BLE) network, thereby 
enabling the classification and control of associated images. The system can be worn on 
the human body or affixed using Velcro to a range of objects including shadowless lamps 
on the operating table, allowing for gesture classification with 94.5% accuracy. However, 
the CW radar sensors have difficulty obtaining distance-related information, and vari-
ations in received power to the radar sensors as a consequence of changes in motion 
distance can interfere with the recognition of gestures in this system. As a result, prior 
studies have relied on a fixed sensing position for hand gestures. Separately, Yang et al. 
[36] proposed the use of a frequency-shift keying (FSK) radar-based system for gesture 
recognition that is capable of functioning at a range of distances between the radar sen-
sor and the operator, yielding a similar rate of gesture recognition irrespective of the 
motion distance associated with the hand gestures in question.

Electromagnetic induction technology

Unlike optical or vision-based systems, capacitive sensors are better able to tolerate 
mechanical impacts or dirt and are not adversely affected by poor lighting or occlusion 
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[37]. The contact-free “HoverTap-MD” technology takes advantage of these systems to 
enable the detection of the position of a surgeon’s finger in 3D space using capacitive 
sensors mounted in a frame around the screen, eliminating the need for any camera. 
This allows for the smooth, contact-free operation of touchscreens, physical buttons, and 
other surfaces via finger taps and aerial sliding even through sterile gloves, sterile sheets, 
and thick glass. Importantly, the performance of this technology remains robust even 
in cases where the screen is covered with a range of liquids [38]. In a similar strategy, a 
wireless portable tablet designated an “AirPad” has been developed utilizing capacitive 
sensors within the tablet to allow for effective navigation and manipulation of real-time 
and historical medical images by surgeons without the need for contact. This system 
obviates the need to learn complex gestures or to employ unusual body movements by 
instead sensing finger movements, including rotation and swipe movements, on its sur-
face and enabling a range of appropriate imaging controls including rotating, panning, 
zooming, and scrolling [39].

Other technologies

There have also been studies exploring the utility of a brain–computer interface (BCI) as 
a novel approach to enabling the control of medical images without the need for voice or 
gesture recognition. BCI technologies entail the use of small sensors capable of monitor-
ing the brain activity of the surgeon through the real-time capture of steady-state visu-
ally evoked potentials, which are brain signals detected by dry electrodes in contact with 
the operator’s skull that monitor electrical activity in the visual cortex. When an opera-
tor is wearing the sensor and directs appropriate situational attention to specific buttons 
exhibiting flickering visual patterns mounted on the user interface, these buttons are 
capable of sending appropriate signals to the software. The associated lightweight sensor 
can be comfortably worn under a surgical cap. In a simulated surgical setting, Esfandi-
ari et al. [29] evaluated this technique by inviting 10 orthopedic surgeons to use it as a 
means of navigating and localizing preselected positions in CT images. They found that 
these surgeons exhibited good technique receptivity, reporting average Likert scores of 
4.07 with a corresponding overall impression score of 3.77. In many cases, however, the 
participants reported that the BCI device had a slow response time, which was noted as 
the greatest drawback associated with this technology. Yang et al. [40] further suggested 
the implementation of a contact-free 3D virtual keyboard capable of combining gesture 
recognition and holographic display technologies to enable more convenient, intuitive, 
and accurate navigation during surgical procedures.

Multimodal fusion
Modality is a term referring to the channels via which organisms receive information 
through their perceptual organs and experiences. Humans, for instance, exhibit visual, 
auditory, tactile, gustatory, and olfactory perceptual channels. Multimodal systems 
take advantage of multiple such sensory channels [23], with the aim of overcoming the 
inherent limitations associated with any single sensory modality that can compromise 
the utility and naturalness of any mid-air gesture interactions based on that modality. 
Multimodal gesture recognition strategies have thus emerged as an important area of 
research interest. Hui et  al. [41] designed a contactless multimodal medical image 



Page 8 of 14Liu et al. BioMedical Engineering OnLine  (2024) 23:108

interaction system equipped with synergistic 2D laser localization, 3D gesture, and 
voice recognition tools to allow for multimodal interaction that is seamless and capable 
of overcoming the limitations associated with other systems, such as issues associated 
with the need for large movements to achieve gesture recognition, the need for frequent 
trips to the display by the surgeon, and difficulties associated with the selection and 
comparison of target images.

Voice recognition

Voice recognition is an important component of minimally invasive surgical systems, 
as it can afford accuracy superior to that associated with gesture control [42, 43]. Ebert 
et  al. [44] developed a gesture recognition-based voice command system through the 
combination of a Kinect device and the “OsiriX” medical image access software. Their 
established approach entails the use of a blob detection algorithm for the recognition 
of hand positioning, with voice recognition software translating data from the camera 
and voice commands into mouse and keyboard commands that can then be transmit-
ted to the imaging system. Through the use of 14 voice commands, operators are thus 
able to switch between a range of system operating modes. To assess the usability of 
this system and associated response times, it was evaluated by 10 medical professionals 
who assigned an overall rating of 3.4/5. The main problems noted to be associated with 
this system included issues with ambient noise and operator accent, as the conversa-
tional style of a given surgeon or their discussions with others when using this system 
can interfere with overall system performance. A survey focused on speech recognition 
in OR settings found that noise in the OR can result in incorrect symptom responses 
[45]. The method of blob recognition is also relatively primitive, and the movement of 
the hand into and out of the viewing area can result in involuntary gesture changes, 
while prolonged periods of gesture-based recognition can contribute to operator fatigue. 
Other researchers including Nishihori et  al. [46] have further combined the Kinect 
device and voice recognition programs to facilitate contactless 3D image manipulation 
during vascular neurosurgery. Their system captures voice commands through a headset 
microphone worn by the operator, with these commands then being transmitted to a 
nearby computer via Bluetooth, utilizing the Julius software to convert these voice com-
mands into text messages. This system, when successfully implemented, can enable sur-
geons to focus more directly on the surgical procedure being performed while increasing 
the overall accuracy and smoothness of gesture control through the integration of voice 
commands.

Hand and foot linkage

Total reliance on gesture inputs can make achieving accurate interactions difficult, as 
distinguishing between hand movements as commands or interaction modes can be 
challenging, often contributing to accidental system activation and command misrecog-
nition. To address this issue, Lopes et al. [47] devised the novel multimodal FEETICHE 
interaction system, which captures the hand and foot movements of the operator with a 
depth-sensing camera such that the operator can use gestures for selection and control, 
while utilizing foot movements such as heel rotations or toe taps to switch modes or 
make fine adjustments, improving the intuitive nature of the system. This multimodal 
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interaction can enable the operator to achieve constant physical stability while lessening 
the burden on their hands and reducing the levels of fatigue associated with extended 
sessions of gesture manipulation. Paulo et al. [48] developed an alternative contactless 
medical image access system suitable for use while both sitting and standing, allowing 
dentists to use both hands as 3D gesture cursors while enabling image navigation and 
manipulation through simple one-foot movements. These authors interviewed 18 dental 
specialists and found that in most cases the doctors agreed that this system would offer 
substantial value in clinical practice.

Optimization and improvement
Gesture overlap and jitter

The LMC system exhibits instability in its detection of hand movements, contributing 
to poorer accuracy when moving the hand to a position that results in the obstruction 
of the controller, such as when the fingers overlap or when the hand is rotated perpen-
dicular to the controller [49]. In these instances, the controller is not capable of tracking 
or reading hand movements. To address this issue, Meta lab has developed new gesture 
algorithms capable of recognizing the hands even when occluded [23]. Jinshu et al. [50] 
proposed the development of a spring-based model for overcoming issues associated 
with gesture jittering. Their model selects the first gesture within a given time period 
as a template, with subsequent gestures then being compared to that template gesture. 
Gestures that are sufficiently close to the template gesture will be locked to the tem-
plate gesture such that the hand position no longer changes. When the gesture is no 
longer sufficiently close to the template gesture in question, the system instead selects 
the gesture as a new template gesture. Using this spring-based model can help bridge 
issues that arise in the context of contactless gesture interaction, storing and analyz-
ing the most recent sequence of gestures as a means of determining the gesture state of 
an operator (i.e., whether they are preparing, executing, or completing a gesture). This 
model can also overcome difficulties in directly accessing the gesture state for traditional 
interactions while providing methodological support that can enable reliable contact-
free gesture-based interactions in an OR setting.

Multi‑user environments and camera occlusion

OR environments generally contain multiple medical staff any given time such that any 
camera-based systems will likely capture several people working simultaneously around 
the operating table when compiling a 3D dataset. To permit cameras to segment mul-
tiple people and to individually recognize hand types such that the system is only able 
to interact with the attending surgeon on a one-to-one basis, there are several potential 
approaches that can be employed to improve the system. For one, the camera can be 
mounted at a high position or on the ceiling such that it can clearly capture the actions 
of all users. Moreover, an algorithm can be used to select the frontal view of the target 
user of interest, such as a facial landmark detection algorithm [51]. In addition, multiple 
cameras can enable the capture of data from multiple angles of view that can then be 
used for the reconstruction of 3D objects, replacing or reconstructing occluded parts via 
an appropriate reconstruction technique [52].
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The Midas touch problem

The so-called Midas Touch problem is one which refers to the accidental activation of 
contactless gesture interaction systems or the generation of undesirable commands as 
a result of the sensor system having mistakenly recognized an unintentional gesture 
such as a hand wave or pointing at a particular object as being an intentional input [53]. 
This problem has the potential to impair the practical real-world adoption of these sorts 
of contactless systems. Cronin et  al. [54] employed four clutching techniques includ-
ing voice, gaze, gesture, and active zone to regulate the activation and deactivation of 
control over a system, thus enabling contactless systems to more accurately interpret 
whether operators are intentionally providing commands. The authors then assessed 
this technique and its interactive performance. Additionally, Schreiter et al. [55] demon-
strated that the combination of gestures and voice commands in a multimodal interface 
could help achieve interaction that was perceived as more natural and intuitive. By using 
voice commands for clutching control and gesture actions for continuous control, opera-
tors can select the most appropriate mode of interaction as appropriate, leading to better 
overall operative accuracy and efficiency.

Pinch gestures

Contactless gesture systems often employ virtual cursor-based interactions. This 
requires the operator to target the part of the screen on which clicking is desired and 
to maintain the gesture in the air, activating this area using a pushing gesture by moving 
the hand towards the display in place of a “click”. Owing to cursor instability, ambiguities 
between whether or not the cursor is in the clicked or unclicked state, and unintentional 
cursor displacement when pushing the hand forward can interfere with the ability of the 
operator to effectively control these continuous interactions. When viewing CT images, 
sustained zooming and scrolling is often necessary for each image. Pinch gestures can 
enable continuous interactions without being dependent on the depth of the hand’s for-
ward thrust when determining an action in contrast to other gestures, providing two 
clearly defined states that can be readily distinguished (i.e., fingers together vs. spread 
apart for an appropriate interval). Introducing pinch gestures can thus provide operators 
with the ability to control continuous interactions, reducing inappropriate outcomes and 
improving the overall interactive experience [56, 57].

Discussion
This review offers an overview of recent advances in research focused on the develop-
ment of contactless image access systems with a focus on their feasibility and poten-
tial utility in future clinical practice. To date, the majority of the developed techniques 
appear to have yet to be rigorously tested [58], and most extant studies of these sys-
tems have largely focused on qualitative metrics or task completion times [29], with 
no focused quantitative analyses of the accuracy of image control. Despite marked 
advances in recent decades, most trials have been performed in surgical environments 
that are simulated, whereas relatively few have been performed in real-world surgical 
settings in the clinic, and of those most have only been tested in a single hospital. This 
lack of large-scale studies and ecological validation efforts represents a major barrier 
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to the adoption of the technology. Future efforts should focus on the total integra-
tion of machine intelligence and artificial intelligence systems. For instance, adaptive 
gesture control systems can provide the system with a means of learning the gesture 
habits of a given surgeon and automatically adjusting the recognition algorithm in a 
personalized manner. The further maturation of augmented reality technologies and 
the resultant use of gestures to facilitate interaction and navigation in augmented 
reality settings matures, operators will be able to achieve more natural experiences. 
Additional developments of interaction systems that do not necessitate the use of 
both hands will also have important future implications.

Conclusion
The studies discussed in this review highlight a gradual shift from specific techni-
cal challenges to more pressing fundamental images. While extant technologies hold 
great promise as a means of enabling contactless image system operation in OR set-
tings, at present the literature suggests that no one technology is sufficiently mature 
to achieve widespread acceptance or adoption. These contactless HCI systems none-
theless represent an important step towards overcoming persistent issues of steril-
ity that have long plagued OR settings, and these revolutionary techniques thus offer 
great potential to transform surgical practice. Importantly, these techniques will have 
profound benefits for the surgical treatment of patients with many diseases, achieving 
the paramount goal of improving surgical outcomes for patients.
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