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Abstract 

Alzheimer’s disease (AD) is a chronic disease among people aged 65 and older. 
As the aging population continues to grow at a rapid pace, AD has emerged 
as a pressing public health issue globally. Early detection of the disease is important, 
because increasing evidence has illustrated that early diagnosis holds the key to effec-
tive treatment of AD. In this work, we developed and refined a multi-layer cyclic Resid-
ual convolutional neural network model, specifically tailored to identify AD-related 
submicroscopic characteristics in the facial images of mice. Our experiments involved 
classifying the mice into two distinct groups: a normal control group and an AD group. 
Compared with the other deep learning models, the proposed model achieved a bet-
ter detection performance in the dataset of the mouse experiment. The accuracy, 
sensitivity, specificity and precision for AD identification with our proposed model were 
as high as 99.78%, 100%, 99.65% and 99.44%, respectively. Moreover, the heat maps 
of AD correlation in the facial images of the mice were acquired with the class activa-
tion mapping algorithm. It was proven that the facial images contained AD-related 
submicroscopic features. Consequently, through our mouse experiments, we validated 
the feasibility and accuracy of utilizing a facial image-based deep learning model 
for AD identification. Therefore, the present study suggests the potential of using facial 
images for AD detection in humans through deep learning-based methods.
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Introduction
Alzheimer’s disease (AD) is a chronic neurodegenerative disease among people usually 
aged 65 and older. The progression of AD pathology can be described as a continuum 
with a long preclinical phase without clinical symptoms, an early clinical phase in which 
mild clinical symptoms are present, and finally a dementia phase. With the accelerated 
speed of population aging, AD has become an increasingly serious public health concern 
all over the world. At present, more than 35 million people have been diagnosed with 
AD worldwide. This number is expected to double every 20 years in large aging popula-
tions [1–4].
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For an effective intervention (including counseling, psycho-education, cognitive train-
ing and medication), early AD detection is of importance, because increasing evidence 
has illustrated that early diagnosis holds the key to effective treatment of AD. Therefore, 
a variety of AD detection techniques have been developed, and even several tools have 
been applied to detect AD in clinic [2, 5–10, 12, 26].

Nowadays, three best biomarkers are recognized and used for routine diagnosis of 
AD in human cerebrospinal fluid (CSF) and blood: tau protein, amyloid β peptides (Aβ) 
and apolipoprotein E4 (APOE4). Because biomarker studies will help to better under-
stand the early stages of disease, early detection of AD is the key to taking timely caring 
measures to avoid the disease and help prevent deterioration of the patient [1]. Most 
of these methods are related to clinical severity, neurasthenia and neuronal loss. Mass 
spectrum (MS), western-blot, immunohistochemistry (IHC), flexible multi-analyte pro-
filing (xMAP) and positron emission tomography (PET) are highly sensitive, magnetic 
resonance imaging (MRI) is a rapid assay, and enzyme-linked immunosorbent assay 
(ELISA) is simple to use. Despite all these techniques helping to advance the detection of 
AD, they have some limitations indeed. In recent years, deep learning technologies have 
demonstrated revolutionary performance in several areas including but not limited to 
visual object recognition, human action recognition, object tracking, image restoration, 
de-noising, segmentation tasks, audio classification, and brain–computer interaction. 
With the success of deep learning in classifying 2D natural images, more and more stud-
ies have attempted to take advantages of deep learning in the domain of medical images. 
A number of researchers have tried to use artificial intelligence techniques to detect and 
diagnose AD.

Liu et al. [5] developed a method with MRI feature for AD classification, which used 
a depth wise separable convolution (DSC)-based convolutional neural network (CNN), 
and decent recognition accuracy rate has been achieved. Acharya et  al. [8] developed 
a computer-aided brain diagnosis (CABD) system that could determine if a brain scan 
shows signs of Alzheimer’s disease. This method utilizes MRI for classification with sev-
eral feature extraction techniques. Maqsood et  al. [9] proposed an efficient and auto-
mated system based on a transfer learning classification model of Alzheimer’s disease 
for both binary and multi-class problems (Alzheimer’s stage detection). Their algorithm 
was then validated using the testing data, giving overall accuracies of 89.6% and 92.8% 
for binary and multi-class problems, respectively. Odusami et al. [11] proposed a deep 
learning-based method that can predict mild cognitive impairment (MCI), early MCI 
(EMCI), late MCI (LMCI), and AD. The Alzheimer’s disease Neuroimaging Initiative 
(ADNI) functional MRI (fMRI) dataset consisting of 138 subjects was used for evalua-
tion. Jo et  al. [13] developed a deep learning-based framework to identify informative 
features for AD classification using tau PET scans. Cai et  al. [14] investigated various 
methods for detecting AD using patient’s speech and transcript data from the Dementia 
Bank Pitt database. The proposed approach involved pre-trained language models and 
Graph Neural Network (GNN) that constructed a graph from the speech transcript and 
extracted features using GNN for AD detection. Vu et al. [15] proposed a deep learning 
approach-based model of AD detection applying to MRI and PET images. Shankar et al. 
[16] suggested a novel model for AD detection with brain image analysis (BIA). Janghel 
et al. [18] presented a deep learning-based approach for AD detection from the ADNI 
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database, the dataset contained fMRI and PET images of AD patients as well healthy 
persons’ images. Altafa et al. [21] presented an AD detection and classification algorithm 
with the features extracted from whole as well as segmented regions of magnetic res-
onance (MR) brain images. Ying et al. [26] developed a new approach for early detec-
tion of AD by noninvasive methods. They proposed to make utilization of multimodal 
features with speech acoustic and linguistic features for the speech recognition of AD. 
Puente-Castro et al. [30] developed a system that automatically detects the presence of 
AD in sagittal MRI images.

Most of the methods proposed above utilize artificial intelligence technology to detect 
AD. So it is indispensable to acquire medical data such as MRI images of patients. How-
ever, the acquisition of these data demands large and expensive medical equipment, 
thereby adding additional financial burden to the patients. Moreover, some of them can-
not meet the requirements of acquiring MRI images due to personal reasons [16–31]. In 
our study, a modified deep learning CNN algorithm was proposed to acquire AD-related 
submicroscopic features in the facial images of mice, which were used to identify AD. 
We verified the feasibility and accuracy of the proposed method through mice experi-
ments, thereby laying a solid foundation for the potential application of facial submicro-
scopic feature-based methods in AD detection among humans. Once the conventional 
optical facial image-based method proposed in this paper is implemented to detect AD 
for humans, a better socio-economic benefit can be definitely achieved.

Dataset
In this work, we designed a modified deep learning method to identify AD for mice with 
conventional optical facial images.

We presented the related data and methodology in our work, as well as the pipeline of 
training and optimizing the modified neural network as follows. Firstly, we acquired the 
high-definition facial images of AD model mice and normal mice in an animal experi-
ment. Then, a deep learning model was proposed, and then trained and tested with the 
mice facial image.

Facial image capture for mice in an animal experiment

Facial image capture was conducted in a mouse experiment, which was approved by the 
Animal Ethics Committee of the Institute of Modern Physics, Chinese Academy of Sci-
ence and carried out in accordance with the European Communities Council Directive 
of 22 September 2010 (10/63/EU).

In the experiment, 15 female and 14 male 3xTg-AD mice (APP Swedish, MAPT 
P301L, and PSEN1 M146V) were purchased from Yangzhou Youdu Biotechnology Co., 
Ltd. China. 3xTg-AD mice are a transgenic mouse model developed to simulate the 
pathogenesis of AD, and exhibits both plaque and tangle pathology, closely resembling 
the pathological features observed in human AD patients. The 3xTg-AD mouse model 
has been widely used to study the pathogenesis of AD and evaluate potential therapeutic 
interventions, and the earliest cognitive impairment manifests at 4 months as a deficit 
in long-term retention [33, 34]. C57BL/6 mice (21 female and 20 male mice), which are 
homologous to transgenic mice, were used as a control group, i.e., normal mice. The ani-
mals were kept in a temperature- and humidity-controlled colony room and maintained 
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on a light/dark cycle of 12 h/12 h with ad  libitum access to food and water. The mice 
were aged to 6 months before undergoing this study.

During the experiment, the facial images of the mice were acquired by a high-defini-
tion (HD) conventional optical camera. A HD video of 3–5 min was recorded for every 
mouse when the mouse moved freely around a certain area. Then, the HD facial images 
of the mice were captured from the videos. Every facial image contained the mouth, 
whiskers, and at least one ear and one eye of the mouse. Shown in Fig. 1 and Fig. 2 are 
some representative facial images for the normal mice and AD mice.

In this study, 2530 facial images of 70 mice were obtained. There were 1369 facial 
images for the 41 normal mice including 634 for the 21 female mice and 762 for the 
20 male mice among all of the images. The other 1181 facial images were captured for 
the 29 AD mice including 612 for the female AD mice and 569 for the male AD mice. 
Then, the 2530 facial images were divided into training set and testing set randomly 
for the subsequent CNN model training and testing. The training set consisted of 2081 
facial images of 57 mice among the 2530 images, containing 1080 facial images of 33 
normal mice and 1001 facial images of AD mice. The testing set was composed of 469 
facial images of 13 mice among the 2530 images, including 289 facial images of 8 normal 
mice and 180 facial images of 5 AD mice. Both the training and testing sets contained 

Fig. 1 Some representative facial images of the normal mice

Fig. 2 Some representative facial images of the AD mice
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female and male mice randomly. The datasets of the facial images are shown in Table 1 
specifically.

Results
As aforementioned, the facial images of the mice used in this work were taken from our 
mice experiment. For the subsequent experiment, we divided this dataset of the images 
into training, validation and testing sets, respectively, as shown in Table 1. We used the 
best parameters for the proposed method over a very large number of trials, and then 
the parameters included a mini batch size of 8, an initial learning and rate of 0.00001. 
The maximum number of epochs was 280 with early stopping according to the valida-
tion set.

In order to test the efficiency and superiority of the proposed model developed, we also 
implemented the other seven classical classification network models, such as AlexNet, 
LeNet, VGG16, VGG19, ResNet18, MobileNet and ZF-Net. To have a fair comparison, 
the same training, validation and test sets shown in Table 1 were used for all these mod-
els. Also the best training parameters were used for all the network models. We utilized 
the python deep learning toolbox to implement and train these models on a GPU.

Table 2 shows the results of classification performance of the different deep learning 
models. Among all the methods, the classification accuracy rate obtained by our pro-
posed method appeared to be the best. For our proposed method, the classification 
accuracy rate of normal and AD mice reached up to 99.78%, and the sensitivity, specific-
ity and precision were 100%, 99.65% and 99.44%, respectively. Compared with the other 

Table 1 Datasets of the mice facial images

Normal mice (female + male) AD mice (female + male) Total mice (female + male)

Number 
of normal 
mice

Number of 
normal mice 
images

Number of 
AD mice

Number of AD 
mice images

Number of 
all mice

Number of all 
mice images

Train 
dataset

17 + 16 = 33 506 + 574 = 1080 12 + 12 = 24 528 + 473 = 1001 29 + 28 = 57 1034 + 1047 = 2081

Test 
dataset

4 + 4 = 8 137 + 152 = 289 3 + 2 = 5 84 + 96 = 180 7 + 6 = 13 221 + 248 = 469

Total 21 + 20 = 41 643 + 762 = 1369 15 + 14 = 29 612 + 569 = 1181 36 + 34 = 70 1255 + 1275 = 2530

Table 2 Comparison of the performances between the model proposed in this work and the other 
methods

Accuracy Sensitivity Specificity Precision

Our model 0.9978 1.0000 0.9965 0.9944

AlexNet 0.9680 0.9611 0.9723 0.9558

LeNet 0.8571 0.9333 0.8096 0.7533

VGG16 0.9744 0.9388 0.9965 0.9941

VGG19 0.9509 0.9166 0.9723 0.9537

ResNet18 0.9083 1.0000 0.8512 0.8071

MobileNet 0.9552 0.9944 0.9307 0.8994

ZF-Net 0.9680 0.9722 0.9653 0.9459
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methods, the proposed model achieved a better performance in identifying normal or 
AD mice using the facial images.

To identify the critical regions in the facial images of AD mice that serve as key influ-
encing factors for AD detection, we generated heat maps of the mice’s facial images. 
Additionally, we employed the CAM [35, 36] algorithm to perform heat staining, ena-
bling us to visualize the areas of significance in the images. Several representative hot 
maps of the facial images derived from the CAM algorithm are shown in Fig. 3. Clearly, 
the mice faces were the key influence factor for the AD detection indeed.

Discussion
Deep learning is being widely used for automatic disease recognition from clinical image 
data. Recent studies have shown that in certain circumstances, deep learning algorithms 
can detect AD even better than clinicians, thereby being rather appealing. Therefore, the 
computer-aided diagnosis has become an important research topic, due to its relatively 
low cost while maintaining an expert level [15, 33, 42].

The CNN model is popular in deep learning community owing to its great success in 
image classification. Its achievements have attracted researchers to develop CNN-based 
systems for AD detection. Medical images such as MRI, fMRI, PET and even diffusion 
tensor imaging (DTI) have been used to identify AD. To our knowledge, the most promi-
nent diagnostic modality for AD detection is MRI. However, although great efforts have 
been made to improve the accuracy of deep learning-based medical image classification, 
few work is applied to the clinic for practical AD detection.

Chien et al. [41] developed new facial asymmetry measures to compare AD patients 
with healthy controls. A three-dimensional camera was used to capture facial images, 
and 68 facial landmarks were identified using an open-source machine-learning algo-
rithm called OpenFace. A standard image registration method was used to align the 
three-dimensional original and mirrored facial images. Their study utilized the registra-
tion error, representing landmark superimposition asymmetry distances, to examine 29 
pairs of landmarks to characterize facial asymmetry. After comparing the facial images 
of 150 AD patients with those of 150 age- and sex-matched non-demented controls, they 
found that the asymmetry of 20 landmarks was significantly different in AD than in the 
controls (p < 0.05). The AD-linked asymmetry was concentrated in the face edge, eye-
brows, eyes, nostrils, and mouth. But their study did not use deep learning algorithms 
and needed more time to extract more facial features. Compared with the previous med-
ical image-based work, the method proposed in this paper has several advantages. The 
acquisition of conventional optical facial images is not only convenient and fast, but also 
cheap in equipment. Furthermore, there are no additional restrictions for the objectives 

Fig. 3 Some representative results derived from the CAM algorithm
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under test. So the proposed method has the potential in widely using in the clinic in the 
future. Compared with the other networks, our proposed deep learning algorithm has 
achieved an excellent performance in evaluation matrices such as accuracy, sensitivity, 
specificity and precision. Therefore, our proposed method has a better socio-economic 
benefit indeed.

Nevertheless there are still some directions for improving our work in the future. 
Firstly, we demonstrated the feasibility of using facial images for AD detection via deep 
learning in mice, but there are great differences in facial features between mice and 
humans. So it is of vital importance to test our proposed method for humans under ethi-
cal permission.

Secondly, although 2530 facial images of 70 mice including normal and AD mice, 
female and male mice were used to train and test the proposed model in this work, the 
number of the facial images captured remains insufficient. Probably, this is the major 
limitation of this work. Furthermore, the various pathological stages of AD can last for 
years, the results obtained at a single time point may not be well applied to every time 
point in preclinical and early onset. We will increase the number and quality of the facial 
images of AD mice captured under different conditions to improve the robustness of 
the proposed method and capture images at multiple pathological stages of AD mice to 
adapt to the complexity of AD patients in clinical applications in our future work.

Thirdly, we demonstrated that the facial region of mice had a significant impact on 
the detection of AD with the CAM algorithm. However, there is no clear biological evi-
dence showing the relationship of the differences in facial features between AD and nor-
mal mice. In our future work, the following two biological aspects should be explored to 
demonstrate that AD patients have different facial features from those of healthy people. 
Some researchers believe that a certain human hormone in AD patients is different from 
that in healthy people, and the hormone causes subtle changes in facial skin or organ 
fat of AD patients. Therefore, the submicroscopic features generated by the hormone 
are a key factor to detect AD with facial images. Besides, it is thought that AD patients 
have some significant changes in emotion, and the emotion changes can cause abnormal 
responses in neurons of the brain. Then, the abnormalities in the neurons alter the facial 
expressions. These two aspects might be the mechanisms underlying the deep learning-
based method for capturing the abnormal submicroscopic changes to identify AD with 
facial images. In any event, the detailed mechanisms are worth for further study.

Cost and accessibility: In our study, we employed a conventional optical facial image 
for detecting Alzheimer’s disease (AD). The cost of capturing a facial image is extremely 
low due to the widespread availability of cameras and smart phones. When compared to 
traditional methods, our approach utilizing a software algorithm exhibits notable cost 
advantages and greater feasibility.

Conclusion
In our current study, we have meticulously designed and refined a multi-layer recur-
rent residual neural network model, utilizing it to detect Alzheimer’s disease (AD) 
in mice through conventional optical facial images. This proposed model was rigor-
ously trained using a dataset comprising 2081 facial images of both healthy and AD-
affected mice. Subsequently, 469 facial images were selected for testing the algorithm, 



Page 8 of 13Shen et al. BioMedical Engineering OnLine          (2024) 23:109 

achieving an identification accuracy of an astounding 99.78%. Furthermore, we 
employed the CAM algorithm to generate heat maps highlighting the AD-related 
features in the mouse facial images, conclusively demonstrating the presence of AD-
associated submicroscopic characteristics within these images. This experiment effec-
tively validated both the feasibility and precision of our proposed method. We firmly 
believe that this study serves as a solid foundation for future deep learning-based AD 
detection techniques, leveraging facial submicroscopic features in humans.

Methods
Image data acquisition processing

In order to acquire appropriate facial images in the mouse experiment aforemen-
tioned, we designed an image acquisition system consisting of four different modules 
such as image capture, image transmission, deep learning model and detection result 
presentation. The structure of the system is shown in Fig. 4.

Image capture module: The facial images of the mice were captured using one or 
more conventional optical cameras. Frontal or side facial images were obtained, 
which were the only model input data used for identifying AD. Especially, the facial 
images contained the eyes, nose, mouth, forehead, jaw and other facial organs of the 
mice in high definition.

Image transmission module: This module consisted of a computer with wired or 
wireless network and storage devices. The captured facial images were transmitted in 
real-time to the deep learning model module with the network or storage device.

Deep learning model module: This module was used to analyze the facial image and 
extract the submicroscopic features of the facial images for the detection of AD. The 
details of the deep learning model are described in Sect. “Deep learning model”.

Detection result presentation module: The detection result was judged and pre-
sented according to the output of the deep learning model.

Fig. 4 The structure of the image data acquisition processing
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Deep learning model

A multi-layer cyclic residual CNN model was designed and modified in this paper, which 
is particularly effective when dealing with scenes involving a large number of images. 
The structure of the model, shown in Fig.  4, consisted of convolutional layer, pooling 
layer, activation layer, totally full layer and a multi-layer cyclic residual module. In detail, 
the convolutional layer was designed to extract different features of the image. The 
pooling layer further abstracted the original features, which greatly reduced the train-
ing parameters and eased the over-fitting of the model. The proposed model allowed 
a collection of features through the convolutional kernel’s filtering mechanism, which 
decreases the amount of network parameters through convolutional weight sharing and 
pooling activity. The soft-max classifier was inserted into the fully connected layer to 
classify the samples after extracting the features.

The key part of the proposed model was a multi-layer cyclic residual module, which is 
shown in the left of Fig. 5. The details of the residual module are described as follows: (I) 
the output of the previous layer in the proposed CNN was used as the input layer data of 
the residual module; (II) the model consisted of a normalization layer, a activation layer, 
a convolutional layer, another batch normalization layer, another activation layer and 
another convolutional layer; (III) the results of (I) and (II) above were added together as 

Fig. 5 The structure of the proposed deep learning model. Conv and BN denote convolutional layer and 
batch normalization, respectively
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the output of the residual module. The proposed residual module was used to retain the 
original input image information and ensure that the proposed deep learning method 
could capture more submicroscopic features of the input facial image.

To extract the submicroscopic features from the facial images of the mice, there were 
N color images Xn,n ∈ [3,N] after the data pre-processing, and their pixels were scaled to 
a size of 512 × 512 and normalized to the interval [0, 1]. Moreover, the standard convo-
lutional layer of the convolutional kernel of size 5 × 5 was then fed for feature extraction. 
For each convolutional layer operation, batch normalization (BN) function and rectified 
liner unit (ReLU) activation function were implemented. Thereafter, each convolutional 
layer was accompanied by a max pooling of size 2 × 2, which sampled down by half the 
previous feature map. Seventeen such standard convolutional layers were applied to this 
model.

A 16 × 16 × 512 feature matrix was fed to the classification module after the previous 
feature extraction. Firstly, the feature map was flattened to 1026 feature vectors, and 
then the feature vectors were densified by using two connected layers, each layer was set 
to contain 2 neurons. C was the number of classifications in the AD mice dataset. Then, 
the C-dimensional score vector S ([S1…,Sl,…SC]) was expressed by the predictive prob-
ability with the soft-max function, and the value of each fraction was between [0, 1]. The 
soft-max function is given by

where P(yn = l|Xn) is the forecasted likelihood for sample Xn to be class l.
The network weight w and the cost-function of the network need to be optimized dur-

ing the process of CNN training. Regularized cross-entropy was used as cost-function in 
this analysis. The cost-function can be translated as:

where ync is 0 if the Xn ground truth label is the lth dot, or if it is 1 otherwise. The l2 regu-
larization with its coefficient γ controlled the weight w while training the model, also 
detected the limitation of the model space so that over-fitting might be avoided.

Evaluation metrics

Classification results obtained through the proposed method were evaluated using dif-
ferent evaluation metrics such as accuracy, sensitivity, specificity and precision.

Classical classification network models

To assess the efficiency and superiority of the proposed model in this study, we imple-
mented seven additional classical classification network models, namely AlexNet, 
LeNet, VGG16, VGG19, ResNet18, MobileNet and ZF-Net. These models are presented 
as follows.

AlexNet was designed by Krizhevsky et al. who trained a large, deep convolutional neural 
network to classify 1.2 million high-resolution images in the ImageNet LSVRC-2010 con-
test into the 1000 different classes in 2012. The AlexNet model achieved a winning top-5 

(1)P
(

yn = l|Xn

)

=
exp(sl)

∑c
l=1 exp(sl)

,

(2)L(w) =
∑

N
n=1

∑

C
l=1

ynclog [P(y(n=)l|Xn)] + γ l2(w),
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test error rate of 15.3%, compared to 26.2% achieved by the second-best entry in the ILS-
VRC-2012 [37].

LeNet was designed by Yann LeCun in 1998. LeNet is the first convolutional neural net-
work applied to recognize handwritten digit in deep learning. It is considered as the basis of 
modern convolutional neural networks.

VGG net was designed by the Visual Geometry Group, Oxford University in 2014. The 
outstanding contribution of VGG net is to prove that small convolution can effectively 
improve performance by increasing network depth. VGG16 is a convolutional neural net-
work model comprising 16 layers, while VGG19 is a similar model but with 19 layers. The 
VGG16 and VGG19 model have been widely used in image classification and target detec-
tion [38].

ResNet was proposed by Kaiming He et al. at Microsoft Research in 2015 and won the 
ILSVRC-2015. ResNet eliminates the difficulty of training neural networks with too much 
depth. The basic architecture of the ResNet18 network is ResNet, and its depth consists of 
is 18 layers [39].

MoblieNet was proposed by Google in 2017. It is a lightweight neural network focused on 
mobile devices [40].

ZF-Net was proposed by Matthew Zeiler and Rob Fergus in 2013. The network won the 
ILSVRC-2013. It improves on AlexNet by adjusting the architecture hyperparameters, lead-
ing to superior performance and outcomes [41].

Class activation mapping (CAM) algorithm

The CAM algorithm was adopted to acquire the ROI (region of interest) of the maximal 
influence factor in AD detection with the facial images of the mice. The principle of the 
CAM algorithm which was used in the reference paper [32, 35].
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