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Abstract

Structural changes of chromatin modulate access to DNA for the molecular machinery involved in the control of transcription. These
changes are linked to variations in epigenetic marks that allow to classify chromatin in different functional states depending on
the pattern of these histone marks. Importantly, alterations in chromatin states are known to be linked with various diseases, and
their changes are known to explain processes such as cellular proliferation. For most of the available samples, there are not enough
epigenomic data available to accurately determine chromatin states for the cells affected in each of them. This is mainly due to high
costs of performing this type of experiments but also because of lack of a sufficient amount of sample or its degradation. In this work,
we describe a cascade method based on a random forest algorithm to infer epigenetic marks, and by doing so, to identify relationships
between different histone marks. Importantly, our approach also reduces the number of experimentally determined marks required to
assign chromatin states. Moreover, in this work we have identified several relationships between patterns of different histone marks,

which strengthens the evidence in favor of a redundant epigenetic code.
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Introduction

Structural changes in chromatin modulate access to DNA by
all proteins involved in transcription. This process is linked
to variations in histone modifications, which are also known
to be related to an ATP-dependent remodeling complex that
causes dynamic restructuring of nucleosomes [1]. Histone Post-
Translational Modifications (PTMs) or histone marks are covalent
modifications usually located in histone tails, that include
methylation, phosphorylation, acetylation, ubiquitylation, and
sumoylation [2]. These PTMs are known to affect chromatin
structure and can be classified as active or repressive marks
based on their effect on transcriptional regulation [3, 4].

The hypothesis of the ‘histone code’, proposed by Strahl and
Allis in the early 2000s [5], states that a combination of histone
modifications at a specific genomic locus determines the activity
of underlying genes. The histone code was next expanded to an
‘epigenetic code’ to include other epigenetic marks, such as DNA
methylation [6, 7]. This code is considered to be conserved in
each species; that is, the effect of a pattern of marks is identical
for all cells of the same organism and all individuals of the same
species [2]. Moreover, the code is considered to be redundant,since
different combinations of histone modifications contain the

same message regarding gene regulation [2]. Additionally, differ-
ent studies have shown that the existing patterns of histone mod-
ifications are also strongly related to chromatin structure [5, 8].

Chromatin was traditionally divided into two functional states,
euchromatin transcriptionally active and heterochromatin inac-
tive [9]. More recent chromatin annotation methods have classi-
fied chromatin into different number of states, ranging from two
to several tens, each state associated with a different functional
condition [10]. For example, a large-scale integrative genome-
wide analysis of 53 chromatin-associated proteins in Drosophila
melanogaster recognized five chromatin states [11]. Most classi-
fications of chromatin states rely on epigenomic data for many
histone marks and DNA methylation [12, 13]. ChromHMM is one of
the most widely used tools to classify chromatin states [14]. This
methodology is based on multivariate Hidden Markov Models, an
unsupervised algorithm, to assign states from epigenetic informa-
tion. Using information from different epigenetic marks in various
cell lines, the authors of ChromHMM expanded the number of
known chromatin states to 18 [15].

Many complex diseases have been linked to changes in chro-
matin states associated with misregulation of gene expression
[16]. Among these diseases, it is possible to highlight most types
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of cancer, diabetes, and several neurological and cardiovascu-
lar complex diseases [17-19]. For example, several studies have
associated colorectal cancer with alterations in chromatin states,
identifying abnormalities in DNA methylation patterns, and dif-
ferent histone modifications [20, 21]. Melanoma progression has
also been associated with variations in normal patterns of epi-
genetic marks [22]. Importantly, for most complex diseases, there
are not enough epigenomic data available to neither determine
chromatin states nor their alterations.

Machine Learning (ML) has proven to be indispensable for
interpreting large genomic datasets, integrating several types of
‘omic’ data and for the study and diagnosis of diseases [23].
Thus, ML methods can be used to learn how to recognize the
location of Transcription Start Sites in a genome sequence [24],
to infer gene expression [25], or to annotate new Transcription
Factor Binding Sites (TFBSs) [26]. ML algorithms can use input
data generated by different genomic assays, such as expression
data, chromatin accessibility, histone modifications, or TFBSs [23].
There are several ML-based methodologies that help solve the
scarcity of experimental information. For example, CHROMIM-
PUTE [27] and AVOCADO [28] use ML strategies to predict PTM
enrichment signals from epigenetic information. CHROMIMPUTE
relies on regression tree algorithms to impute PTMs form other
marks from the same sample. Similarly, AVOCADO uses multi-
scale deep tensor factorization to represent epigenetic informa-
tion in a neural network model that allows predictions of PTMs
from other histone marks. Both methodologies use large amounts
of information to make optimal predictions, and in the case of
AVOCADOQ, it could be difficult to employ by non-expert users. In
addition, the information provided by these tools only indicates
the presence or absence of the target PTM, without explaining
how this prediction was made or what relationships can be found
between the different PTMs used.

Here we describe a new Random Forest (RF)-based method to
predict histone modifications from other marks. Notably, owing
to the inherent properties of this algorithm, our approach also
identifies different relationships between PTMs that are employed
to predict one PTM based on the others. In addition, our tool
also allows the reduction of the number of experiments required
for the robust assignment of chromatin states, reducing the cost
associated to chromatin state assignment.

Methods and materials
Data

Enhancer annotations were obtained from GeneCards [29],
whereas promoters and gene coordinates are from ENSEMBL [30],
both for the human genome version GRCh38. We used 33 PTMs
ChIP-seq experiments from Fiziev et al. [22], each in two biological
conditions annotated as tumorigenic (Tum) and non-tumorigenic
(noTum) melanocytes (GSES58953) in two biological replicates,
Hmel and Pmel. Fastq files of the ChIP-seq experiments were
reanalyzed and aligned against genome GRCh38 with Bowtie2
[31]. PCR duplicates were removed using SAMTools [32], and
BEDgraph files were obtained with BamCoverage [33] with default
parameters, different bin sizes, and normalizing the reads to
RPKM. For colorectal cancer data, ChIP-seq experiments of 11
PTMs of the HCT116 cell line available in ENCODE [34] were
analyzed using the same pipeline.

Processed ChIP-seq experiments were used to create training
and testing datasets for the ML algorithms (Fig 1A). The genome
was segmented into fragments of different sizes. Each fragment
is then described by a vector where each element represents

the RPKM value per fragment of reads for each histone mark.
Genomic features were represented by a number in the [0,1]
range indicating the proportion of bases covered by that feature
in the fragment. Finally, each vector is associated with a label
representing the characteristic to predict for its central fragment,
for example, a specific PTM. Fragments up y downstream of this
central fragment within a fixed distance limit are also added to
the vector.

Parameter determination

RF regressors from Scikit-Learn [35] were trained and tested using
the 32 other PTMs ChIP-seq data and genomic features as input
to predict PTMs H3K4mel, H3K4me3, and H3K27ac from the
Pmel-noTum cell had of the PTM, one at the time using only
chromosome 1 data. Different training parameters were tested
to define the fragment size, distance, and RF depth, using 75%
of the dataset to train each combination of parameters and the
remaining 25 % as the test set. The performance was evaluated
using Pearson’s correlation coefficient between the label of the
data used for testing and the predicted values.

Initial tests had correlation values between 0.88 and 0.95 for
H3K4mel, 0.82 and 0.93 for H3K4me3, and in the range 0.94 and
0.98 for H3K27ac. These analyses also showed that the fragment
size is the hyperparameter with the greater impact on the perfor-
mance compared to distance or tree depth (Table S1). Tests using
fragment sizes of 2K, 3K, 4K, and 5K bp showed small differences,
so we opted for shortest fragments to increase the resolution of
our model. According to these tests, we decided to generate all
models using fragment size of 2K bases, distances of 10K bases,
and tree depth 25.

Identification of relationships between HPTMs

To determine the relationships between different PTMs, we
trained regression RFs to predict each of the marks by employing
different combinations of other marks selected according to the
relevance of these marks to predict each other. This is expected
to determine four types of relationships (Fig. 2): dependency, if a
mark is necessary to predict another mark; interdependence—if
two marks or combinations of them can better predict another
mark, there is an interdependence between the marks used
to predict and the target; redundancy— if both one mark
and another can predict a third, there is redundancy between
them; finally, non-informative relationships, if one mark, or a
combination of brands, cannot predict another or worsens its
prediction significantly.

Assignment of chromatin states

Predicted PTMs were next employed as input to train a multi-
label RF classifier to assign chromatin states (Fig 1B). In the first
instance, ChromHMM [15] and the experimental data (BAM files)
of the 33 PTMs of melanocytes in the two biological conditions
(Hmel-noTum and Hmel-Tum) were used to make an assignment
of 8 chromatin states based on the work presented by Jieang et al.
[36]. We also using the same size of 2000 bp chromatin fragments
as for the other predictors. This outcome was used as target to
train the predictor, where ‘1’ was assigned for state presence and
‘0" for its absence. In the case of the features, these correspond to
predicted PTMs in the fragment. Precision (P), which corresponds
to the total percentage of elements correctly classified, and Recall
(R), the number of elements correctly identified as positives out
of the total number of true positives, were used to evaluate the
predictor performance (See formula below). We also analyzed
the enrichment of the PTMs in each state and the presence of
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Figure 1. Methodology: (A) we first created dataset files using ChIP-seq data and enhancers, gene, and promoter genomic annotations. These files were
employed to train and test RF models and to create them the genome was divided into bins. The presence or absence of the different features was
represented using RPKMs for ChIP-seq peaks in each bin, and the percentage of coverage for each of the genome annotation features. RFs were trained
to predict PTMs from other marks, to determine the most important features for each prediction and to determine relationships between features. (B)
In a second stage, predicted PTMs were employed to assign chromatin states. First, ChromHMM was used to annotate 8 chromatin states from all 33
available experimental marks. Then, this assignment was coded for the training and testing of another RF to classify chromatin states from predicted
marks. Finally, we generated a Gene Regulatory Network (GRN) based on the regulatory nature associated to each chromatin state predicted for each

chromatin region.

genome annotations such as coordinates of promoters, genes,
and enhancers. The models were trained using a five-fold cross
validation with chromosome 1 data.

TP

. TP
TP+FP?

P= TP+FN

R=

Where a TP (true positive) is a chromatin fragment which state is
correctly predicted, an FP (false positive) is a fragment predicted
to be in a state different to the one it actually is in, and an FN

(false negative) is a fragment that should have been predicted to
be in a certain state but it was not.

GRN analysis

To further validate chromatin states assigned from predicted epi-
genetics marks we constructed GRNs. In brief, a reference network
is filtered using epigenetic data to remove unlikely regulatory
interactions. Here, instead we removed interactions that arise
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Figure 2. Possible relationships between histone marks. Dependency, if a mark is necessary for predict another mark; interdependency, if two marks or a
combinations of marks are able to predict better another mark; Redundancy, if both mark and another can predict a third there is redundancy between
them; not-informative relationships, if a mark, or a combination of marks, cannot predict another.

from genes that are in chromatin states known to contain inactive
regulatory regions. We built a human reference network using
data of promoter coordinates available at GeneCards [29]. Promot-
ers were kept only if they were no more than 5 kb apart from
their target gene. These promoters were then filtered using the
‘Active Promoter’ chromatin state assigned with the methodology
mentioned above, considering that the state completely covers
the promoter. The GRN was created by assigning Transcription
Factors (TFs) to target genes in the promoters where their TFBSs
are transcriptionally active. The results of this validation on two
cell lines are shown in Supplementary file 2.

Code availability

All code employed is available under GNUV3 license at https://
github.com/networkbiolab/RF_histonemarks and https://zenodo.
org/record/7547293.

Results
Performance of HPTMs prediction

First, we generated models trained on 35 different attributes (32
PTMs and coordinates of Enhancer, Promoter, and Gene annota-
tions) from the Pmel-noTum cell. We blind tested these models
with data from the Hmel-noTum, Pmel-Tum, and Hmel-Tum cell
lines. These analyses showed it was possible to obtain robust
models for the 33 PTMs (positive correlation values above 0.5).
When testing with the Hmel-noTum, the lowest correlation value
was 0.75 for H3K27me3 and the highest for H2BK5ac with 0.97.
In the case of testing the Hmel-Tum cell line, the lowest value
was 0.73 for H4K20me?2 and the highest for H3K79me1 with 0.96,
while for Pmel-Tum, H3K4me?2 obtained the lowest with 0.69 and
the highest H2BK5ac with 0.93 (see Table 1 (35 attr), for the other
PTMs (Table S2).

Following, we generated models to predict PTMs with a lower
number of input attributes to test whether it is possible to
generate robust models with a smaller amount of information.
One of the advantages of the RF algorithm is that it identifies
which attributes are the most relevant for prediction. We trained
models with the top eight attributes with the greatest importance
as reported by the RF for each PTM (Table S3). These models
showed correlation values similar to those obtained with all

information (32 histone marks, Enhancers, Promoters, and Gene
coordinates). For example, in the Hmel-noTum, for H2BK5Sac,
the same correlation coefficient of 0.97 was maintained for all
and only the top eight attributes; in the case of H3K4me?2, it
decreased from 0.87 to 0.86, and for H3K36mel, it increased
from 0.86 to 0.87 (Tables 1 and S3). Importantly, visual inspection
of our predictions compared to actual experimental data with
the IGV genome browser [37] shows no significant variations
(Fig. 3). Moreover, when performing whole genome tests, the
performance is very similar to that of using only chromosome 1
(Table S4).

HPTMs relationships

We also identified possible relationships between the analyzed
PTMs using the eight most important attributes reported by the RF
models. We grouped together PTMs that shared three attributes
in their respective top eight predicting attributes, obtaining 12
different groups (Table 2). This grouping of PTMs suggests that
it is possible to predict any mark of those belonging to same
group using the same attributes. We verified this by generating
new models in which only these shared attributes were used to
predict each group PTMs, showing robust performance values for
all predicted PTMs (Table S5).

Additionally, we trained models to determine the relationships
between PTMs by varying the number of attributes, using only
the most important attribute, and increasing the number of
attributes until reaching the eight most important attributes for
each mark. In general, all except for H3K27me3 and H3K4me3
present positive correlation values above 0.50 in all the cell
lines and experimental settings using only the most important
attribute. There is an improvement in performance by adding the
second most important attribute, which would indicate possible
interdependence relationships. Adding the third attribute, we
observed a decrease in correlation for most of the PTMs
evaluated but for H2BK120ac, H3K4ac, and H4K91ac, for which
the performance was the same as with two input features. The
fourth attribute improved the previous models, but in most cases,
correlation was not greater than those obtained with the two
most important attributes. Finally, improvements were observed
in some of the cell lines evaluated by adding more input features
(Table S6).
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Table 1. Summary of the results obtained when analyzing the 33 available histone marks with 35 and 8 attributes

HPTMs Hmel-noTum Hmel-Tum Pmel-Tum
35 attr 8 attr 35 attr 8 attr 35 attr 8 attr

H2BK5ac 0.97 0.97 0.94 0.94 0.93 0.93
H3K4me?2 0.87 0.86 0.79 0.79 0.69 0.68
H3K79mel 0.95 0.95 0.96 0.96 0.92 0.91
H4K20me?2 0.77 0.77 0.73 0.73 0.71 0.71
H4K20me3 0.75 0.75 0.75 0.76 0.74 0.74
H3K36mel 0.86 0.87 0.83 0.83 0.82 0.83

These models were trained using the non-tumorigenic cell line Pmel with 35 attributes (32 PTMs and annotation data) and 8 attributes with greater
importance according to the RFs trained for each mark. The models were tested using the data from the non-tumorigenic cell lines Hmel (Hmel-noTum) and
the tumorigenic cell lines Hmel and Pmel (Hmel-Tum and Pmel-Tum). The performance of the models was analyzed using Pearson’s correlation.
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Figure 3. Comparison of H3K4me3 predicted and actual peaks with IGV genome browser. (A) Whole chromosome 1 enrichment peaks, the top track
displays experimental data, the middle track contains those predicted with the 35 attributes model, and the bottom track shows those predicted with
the model generated with the 8 most important attributes. (B) Visualization of the PSMB2 gene, the square indicates regions of greater enrichment of

H3K4me3, corresponding to the promoter region of PSMB2.

Table 2. Groups of HPTMs that share attributes

Groups HPTMs Shared attributes

1 H3K23ac, H3K4ac H3K27ac, H3K14ac, H4K5ac

2 H3K9mel, H3K36me3, H4K12ac, H3K4ac, H4K16ac
H4K8ac, H3K27mel

3 H3K4mel, H2AK5ac, H3K4ac, H3K27ac, H2BK120ac
H4K91ac, H4K5ac,
H2BK5ac, H3K36ac

4 H3K79me?2, H3K27me3, H3K79me1, H3K79me3,
H4K20me1l H4K12ac

5 H3K36me2, H3K36mel H3K14ac, H3K27me3,

H4K20me1l

6 H3K27ac, H3K9ac, H3K4ac, H3K23ac, H3K4me?2
H3K14ac

7 H2BK120ac, H3K18ac H2BK5ac, H3K4ac, H3K4mel

8 H3K4me2, H3K4me3 H3K9me3, H3K4me1l, H3K9ac

9 H4K20me3, H4K20me?2, H3K4ac, H3K9me3, H4K20me1l
H3K79me3

10 H3K79me1l, H3K9me3 H4K16ac, H4K20mel,

H3K36me?2
11 H2BK15ac, H4TETRAac H3K4ac, H3K18ac
12 H4K16ac, H4K12ac H4K8ac, H3K79me1, H4K5ac

First column indicates the groups based on the shared predictive marks;
second column contains PTMs belonging to each group and the third
column the shared attributes for each group.

Comparison with other methods

We compared our approach with two methodologies for pre-
dicting PTMs from other PTMs with CHROMIMPUTE, based on

regression-type decision trees, and AVOCADO, which uses a tensor
factorization approach. For both comparisons, Pmel-noTum and
Hmel-noTum on chromosome 1 were used. For each compared
model, the same histone marks used in our method were used
as attributes to predict the marks in the Hmel-noTum cell line.
CHROMIMPUTE accepts the same BEDgraphs used to test our
method as input, so the comparison is straightforward. For AVO-
CADQ, the data needed to be reanalyzed using 250-base fragments
because of the input format required by this tool. We transformed
the output of AVOCADO as follows: the average predicted signal
was calculated for every eight fragments and used as the label for
the equivalent 2kb BEDgraphs.

The performance of each method was evaluated by calculat-
ing the correlation between the predicted data and the experi-
mental data. We estimated statistical significance using t-tests
and 100 random subsamplings of 80% for each mark (Table S7).
Our approach shows better performance than CHROMIMPUTE
for the 33 PTMs analyzed, reaching a very large difference in
PTMs, such as H3K27me3, where our approach has a correla-
tion coefficient of 0.81 and CHROMIMPUTE of only 0.32. Com-
pared with AVOCADO, the latter performed better in three of
the 33 PTMs analyzed (H3K27me1l, H3K27me3, and H4K20me2).
Regarding the 8-attribute models, the same scenario was repeated
when comparing our method against CHROMIMPUTE showed
worse performance for all marks. When compared to AVOCADO,
our RF approach is only worse with H3K27me3 using the 8-
attributes models. Finally, CHROMIMPUTE also fails to outperform
our approach when using models with fewer attributes. AVOCADO
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Figure 4. Theoretical analysis of the prediction of the 22 PTMs. Using the colon dataset that contains 11 PTMs (H3K27ac, H3K27me3, H3K36me3, H3K4me1,
H3K4me2, H3K4me3, H3K79me2, H3K9ac, H3K9me?2, H3K9me3, and H4K20me1l) and using three of the eight most important attributes (squares), the

different PTMs analyzed in this work (ovals) are predicted.

showed better performance than our models with fewer than
eight attributes for PTMs H3K23ac, H3K27me3, H3K79mel, and
H3K79me3 (Table S8).

Test in colorectal cancer

Next, we tested our approach using 10 PTMs from HCT116
(H3K27ac, H3K27me3, H3K36me3, H3K4me1, H3K4me?2, H3K4me3,
H3K79me2, H3K9ac, H3K9me3, and H4K20mel). These data
were obtained from the ENCODE database, and we re-analyzed
them with the pipeline used in this work. Based on the feature
performance obtained with the previously explained models and
the models trained with three to eight marks, we predicted the
remaining 23 PTMs using a cascade of predictors (Fig. 4). First,
we generated models to predict four of the histone marks from
the colon cancer dataset (H3K4mel, H3K4me2, H3K4me3, and
H3K9ac). To train these models, we used data from Pmel-noTum
cell line for chromosome 1 and tested it with Hmel-noTum,
Hmel-tum and Pmel-notum data for the same chromosome. All
models were also tested using whole-genome data for HCT116.
The results showed robust models (Table S9), except for H3K4me3,
which in Pmel-noTum showed values below 0.5. It should be noted
that when testing in the HCT116 cell line, it yielded correlation
values above 0.9, indicating that the models generalize in different
cell lines, including different tumor lines where the epigenome
may follow different patterns. Similar analysis carried out using
HCT116 cell data to train the models. These models were trained
using the chromosome 1 data from HCT116 and tested on the
same chromosome on the other cell lines and on chromosomes
2-22in HCT116. The results obtained show a slight decrease when
testing the model in cell lines that are not colon carcinoma, but
an increase in performance is observed when testing with the
latter (Table S10).

Additionally, the generalization capability of the models was
evaluated using a different cell line, which had no relation to any
cancerous cell line. For this purpose, an astrocyte cell line was
used, which possesses the same HPTMs available for HCT116. The

models trained with Pmel-noTum and HCT116 were tested on this
cell line, yielding promising results with values ranging from 0.9
to 0.95 for the model trained with Pmel-noTum and from 0.94 to
0.96 for the model trained with HCT116 (Tables S9 and S10). These
results demonstrate that the models effectively generalize across
different cell lines.

Prediction cascade

To determine whether it is possible to predict PTMs using pre-
dicted data instead of ChIP-seq experimental data we used 10
experimentally determined PTMs of Pmel-noTum based on the
list of PTMs available for HCT116 and trained models following
a cascade of predictors (Fig. 4). The performance of predictors
was tested experimental data of Hmel-noTum, and models were
trained using these 10 experimentally determined marks and
predictions from previous models when necessary following a
rigorous separation between training and test data to avoid over-
estimating performance. The results show that the number of
histone marks available for a sample can be increased from only
a subset of 10 experimentally determined marks. We observed a
slight decrease in the performance of predictions using only the
experimental data compared to the mixed data. For example, for
H2BK5ac, we observed a decrease from 0.97 to 0.95. However, for
H4K8ac and H4K12ac, the performance obtained was the same in
both cases. The mark with the worst performance was H3K36me2,
with a value of 0.64 (Table S11).

Chromatin state assignment using predictions

A gold standard was first generated using the ChIP-seq data from
the 33 PTMs of Hmel-noTum and the ChromHMM tool to assign
8 chromatin states (‘poised enhancer’, ‘active enhancer’, ‘weak
promoter’, ‘active promoter’, ‘poised promoter’, ‘transcriptional
elongation’, ‘repressive state’, and ‘low signal state‘) which were
assigned to chromatin fragments based on [36]. Because the gen-
erated RF models predict peaks in the BEDgraph format, it is
impossible to use these data directly with ChromHMM software.
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Table 3. Chromatin states assigned with predictions from the
cascade tool

State HPTMs cascade 10 exp HPTMs
P R P R
Poised promoter 0.84 0.81 0.81 0.74
Transcriptional elongation 0.78 0.7 0.77 0.68
Active enhancer 0.89 0.81 0.89 0.79
Active promoter 0.85 0.78 0.83 0.75
Poised enhancer 0.71 0.57 0.69 0.49
Low signal 0.87 0.9 0.84 0.89
Weak promoter 0.9 0.8 0.85 0.73
Repressive 0.91 0.86 0.9 0.82

Chromatin states assignment using cascade predictors and experimental
data. 8 chromatin states were assigned by means of a classifier RF-based
predictor, which uses predictions obtained by our random forest models
cascade and labels obtained with ChromHMM as input data. A second
assignment was made using only experimental data of 10 histone marks.
State labels were assigned according to the enrichment of of 33 histone
marks experimentally determined. The performance of the models was
measured using to the Precision (P) and Recall (R) metrics.

For this purpose, a new predictive model based on a multi-label RF
classifier was developed. Tiwvo models were trained using the pre-
dicted data for all 33 histone marks and only 10 marks (H3K27ac,
H3K27me3, H3K36me3, H3K4mel/me2/me3, H3K79me2, H3K9ac,
H3K9me3, and H4K20mel). As target, we employed chromatin
states generated with ChromHMM using the experimental data
from 33 PTMs. This subset of 10 marks was selected because they
are among the most characterized in databases and some are of
clinical interest because of their association with cancer [38, 39].
These models can generate robust predictions of chromatin states
using only the predicted data. Precision (P) and Recall (R) values
2> 70% are obtained for both models on the genome not used to
train the predictors (chromosomes 2-22 and X), with the worst
performance was for the state ‘Poised enhancer’ state (Table S12).

We also generated a new model to predict chromatin states;
however, we used the 23 PTMs predicted marks of Hmel-noTum
obtained with the cascade of predictors and the experimental
data of the remaining 10 PTMs. This new model shows P and R
values 2 70% in seven states. Only the state ‘Poised enhancer’
obtained an R-value of 57%. To test whether the use of predictions
and experimental data improves the performance of chromatin
assignment, a new model was generated that uses only the exper-
imental data from the 10 PTMs used for the previous model. When
comparing the performance of both models, including the pre-
dicted data improved chromatin assignment in all states (Table 3).

Discussion

Epigenetic marks are usually characterized as determinants of the
activity of cis and trans regulatory elements in the genome. Several
marks have been associated with active or repressive promoter
activity [2], similar to the activity of enhancers [40] or for the
binding of TFs to chromatin [41, 42]. Another application of these
marks is to determine chromatin states, a more detailed defi-
nition that subdivides traditional euchromatin/heterochromatin
into several functional states, known to require many different
PTMs for consistency [43]. One of the less studied aspects of
epigenetic marks is the existence of relationships between dif-
ferent PTMs, where the effect of a single PTM is altered by the
presence of other nearby marks [44, 45]. Even more important is
demonstrating the existence of an epigenetic code where different
patterns of epigenetic modifications of histones linked to specific
regions are associated with specific effects [6, 7].
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In this work, we describe a new tool for predicting epigenetic
marks from other epigenetic PTMs. Our approach allows us to
increase the amount of data available for studying different tis-
sues or cell lines for which there is not much data available,
aiming to reduce the cost of analyses that require many histone
marks. Moreover, our methodology allowed us to establish several
interdependency and redundancy relationships between differ-
ent epigenetic marks, thus providing evidence for the establish-
ment of the human epigenetic code. We chose RFs as our predic-
tive algorithm because, in addition to accurate predictions they
report a ranking of importance for each attribute used as input
[35].

When comparing our predictions with other methods, the most
relevant difference is that the RF predictor generates interpre-
tative relationships that, for example, neural networks cannot
generate. In absolute terms, CHROMIMPUTE is worse than our
tool for all marks in our experiments. It should be noted, that
CHROMIMPUTE uses information form other marks in the same
sample and from the same mark in other samples. Only intra
sample data is employed in our tests and thus, CHROMIMPUTE
performance is assessed in sub-optimal conditions, even so if
in our tests performance is not that far away from the perfor-
mance reported by the authors of CHROMIMPUTE. In the case of
AVOCADOQ, it is better for only a few marks independently of the
number of marks employed as the input. These results indicate
that despite the algorithm used, our RF models outperform other
existing methods, and that the modest hardware requirements
make our models more readily usable. The ability to determine
the relevance of the input attributes is a very important difference
from other algorithms because, in this application, it is important
to understand the relationships reported when training RFs to
obtain good predictions.

Given the output format of our methodology, which consists of
BEDgraph files, it was not possible to directly use tools such as
ChromHMM to assign states to chromatin. This incompatibility
is something that can be improved in the future for our method
and for the state assignment methodologies because many of the
epigenetic data available in public databases are in this format,
making it impossible to use them for tasks of this type. For
this reason, to verify if the use of predictions obtained with our
method, the assignment of chromatin states was possible, a state
predictor was made using the states generated by ChromHMM
and predicted BEDgraphs for histone marks. This model achieved
robust state assignments that were very similar to those obtained
with the experimental data (Tables 3 and S12).

Regarding the marks for which our models showed worse pre-
diction performance, H3K27me3 and H3K4meS3, these two marks
have been associated to bivalent promoters, i.e. to co-occur at
the same promoter during development and cell differentiation
[46, 47]. Importantly, these two marks are known to follow cell
specific patterns and to be found only at reduced number of
loci, and that specially the presence of H3K4me3 is very dynamic
compared to other marks [48, 49]. Given the limited information
we provide our ML models about the region in which the histone
marks are found and the higher specificity of these two marks
with respect to their specific locations marks more difficult to
predict them than the other marks. It is also possible to hypoth-
esize that given the relative strong relationship between these
two marks, their relationships with the other marks employed in
this work are weaker or in other words, they follow a relationship
where the type of loci is more important than the patterns of other
neighboring marks.

Generally, it is thought that greater precision is expected by
having grater amount of data because more information about
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the problem to be solved would be available. However, our results
show that it is possible to generate predictions of equal or better
quality using fewer experiments (Tables 1 and S5). Importantly,
this also supports the existence of dependency and redundancy
relationships among the PTMs. For example, when avoiding the
use of a certain mark but using other marks to make predictions,
if the results are not altered, we can assume that there is redun-
dancy between the marks used and the one not used to train the
predictor. When the use of a mark worsens the performance of the
prediction of another mark, we can assume that there is no rela-
tionship between them or that it is counter-informative. Similarly,
if more than one mark is required to accurately predict another
mark and without these marks, or if using them separately, the
predictions are much worse, we assume that there is an inter-
dependence relationship. This type of relationship is observed,
for example, with the analysis of H4K16ac, a mark related to
breast, prostate, and colorectal cancer [38, 39], the results of
which show a relationship of the interdependence of H4K12ac and
H4K8ac (Additional File 1: Tables S3 and S6). Importantly, these
relationships support the existence of an epigenetic code [6, 7].

Another type of relationship is defined by grouping PTMs using
shared attributes from those that are among the most important
for their prediction. In this way, redundancy-type relationships
were identified. For example, we could say that H3K23ac and
H3K4ac, which belong to group 1 (Table 2), would have a redun-
dancy relationship with H3K27ac, H3K14ac, and H4K5ac because
they all share these three marks as predicting attributes. Impor-
tantly, we generated robust models using only these three marks
to predict H3K23ac and H3K4ac (Additional file 1: Table S5). Thus,
given thatitis possible to determine where two marks are present
by determining the other three, our predictions provide evidence
that the epigenetic code is redundant.

We also observed a slight drop in the performance of the
models trained on non-tumor cells when tested on tumor cells.
This phenomenon may be because there is a known alteration
in the patterns of certain marks in tumors [22]. Therefore, the
cascade of alterations caused at many levels in tumors affects
the manner in which epigenetic marks are related to each other
and could affect our predictions [50, 51]. Our results also indi-
cate that, at least in the cell lines employed in this study, there
are some marks with prediction results that are not different
between tumoral and non-tumoral cells, as indicated by the good
generalization capabilities of our models (Table 1). These find-
ings suggest that, at least in the samples we used, only the
levels and locations of certain marks are affected, and that these
changes only partially affect the relationships found using our RF
approach.

Next, we analyzed if our models were biased to the cell lines
used in their training in which it was being analyzed. For this
test, we employed a dataset of 10 histone marks from the HCT116
cell line, which corresponds to colon carcinoma. These analyses
indicated good results for models trained with Pmel-noTum data
on HCT116 cells (Table S9). The only exception was observed for
H3K4me3 when testing on Pmel-Tum, which could be because the
marks with the most significant relationships with it are not in
this dataset. Importantly, this test on a different cell line validates
the generalization capabilities of our approach, because it works
largely independently of the cell line used.

Conclusion

Here, we describe a new approach based on RFs to predict histone
marks from other histone marks. First, we proved that our

approach is robust and outperforms other available tools that
perform the same task. Moreover, it is even more important
that by using our tool, it is possible to accurately determine
many histone marks. Increasing in this way the number of PTMs
available from the same sample, thus allowing more analysis
from the same experimental data. For instance, by combining
our approach with 10 experimentally determined marks, we
were able to accurately assign states to chromatin in a way that
allowed to determine GRN based on active promoters (explained
in Supplementary files 2 and 3). This GRN analysis, applied
to a colorectal cancer cell line, was validated by genes whose
expression is linked to this type of cancer.

Finally, it is important to highlight that in the process of cre-
ating a cascade of predictors, we found evidence to support the
existence of a robust and redundant epigenetic code. In this code,
we have shown how certain marks are accurately predicted by
other marks, i.e. there are redundancies, and some other marks
are indispensable to predict the existence of others, which indi-
cates an interdependence between marks that also explains the
large alterations in epigenetic profiles that are usually observed
in complex diseases.

Our approach, based on a prediction algorithm, would benefit
from the availability of more data from other samples or other
types of information such as gene expression profiles or DNA
accessibility. Nonetheless, our new approach is useful on its own,
and will help other scientists in their work.

Key Points

e Our Random Forest-based approach identified relation-
ships between histone post translational modifications,
reducing the number of experimentally determined data
required to assign chromatin states.

e The existence of different relationships between epige-
netic marks provides evidence to support the existence
of a redundant epigenetic code, even if specific varia-
tions are still significant.

e QOur approach performance outperforms state-of-the-art
methodologies for the predictions of histone PTMs.

¢ Analysis of GRNs based on chromatin states assigned
from predicted histone marks on a cancer cancer cell
line confirmed the validity of our results.

Supplementary data

Supplementary data is available at Briefings in Bioinformatics
online.
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A. Additional file 1—Supplementary tables

Multi-page table in excel format containing Supplementary
Tables S1-S14.

B. Additional file 2—GRN analysis of
colorectal cancer and Astrocyte samples

This file contains our analysis of the colorectal cancer and astro-
cyte cell line that has 10 PTMs available previously used as test
set for the cascade predictor.

C. Additional file 3—GRN whole genome

GRN whole genome of the colorectal cancer cell line of case of
study. This file is a Cytoscape session, to view is necessary load
in a Cytoscape 3.0. The GRN was created using the whole genome
data, which consists of 2248 nodes and 61 526 connections. Of the
total number of nodes, 64 correspond to TFs. Additionally, those
target genes that are related to colorectal cancer were identified.
The CancerGeneticsWeb and DisGeNet databases were used for
this. In this way, 114 genes were obtained, which according to the
literature, are associated with colorectal cancer (Table S14).

D. Additional file 4—GRN chr1l Astrocites

GRN chromosome 1 cell line of Astrocites for case of study. This
file is a Cytoscape session, to view is necessary load in a Cytoscape
3.0. The GRN was created using the chrl data, which consists of
221 nodes and 2581 connections. Of the total number of nodes, 36
correspond to TFs.
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