
Research Article Vol. 15, No. 12 / 1 Dec 2024 / Biomedical Optics Express 6725

BreakNet: discontinuity-resilient multi-scale
transformer segmentation of retinal layers

RAZIEH GANJEE,1 BINGJIE WANG,1 LINGYUN WANG,1,2

CHENGCHENG ZHAO,1,2 JOSÉ-ALAIN SAHEL,1 AND SHAOHUA
PI1,2,*

1Department of Ophthalmology, University of Pittsburgh, Pittsburgh, PA 15213, USA
2Department of Bioengineering, University of Pittsburgh, Pittsburgh, PA 15213, USA
*shaohua@pitt.edu

Abstract: Visible light optical coherence tomography (vis-OCT) is gaining traction for retinal
imaging due to its high resolution and functional capabilities. However, the significant absorption
of hemoglobin in the visible light range leads to pronounced shadow artifacts from retinal
blood vessels, posing challenges for accurate layer segmentation. In this study, we present
BreakNet, a multi-scale Transformer-based segmentation model designed to address boundary
discontinuities caused by these shadow artifacts. BreakNet utilizes hierarchical Transformer and
convolutional blocks to extract multi-scale global and local feature maps, capturing essential
contextual, textural, and edge characteristics. The model incorporates decoder blocks that expand
pathways to enhance the extraction of fine details and semantic information, ensuring precise
segmentation. Evaluated on rodent retinal images acquired with prototype vis-OCT, BreakNet
demonstrated superior performance over state-of-the-art segmentation models, such as TCCT-BP
and U-Net, even when faced with limited-quality ground truth data. Our findings indicate that
BreakNet has the potential to significantly improve retinal quantification and analysis.

© 2024 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Visible-light optical coherence tomography (vis-OCT) [1–8] is emerging as a powerful tool for
retinal imaging due to its ability to produce high-resolution and functional images. By leveraging
shorter wavelengths in the visible light spectrum, vis-OCT surpasses standard near-infrared OCT
in both detail and contrast. However, vis-OCT faces significant challenges, primarily due to
pronounced blood vessel shadow artifacts caused by strong hemoglobin absorption which can
provide valuable data for spectroscopic analysis of oxygen saturation but also severely obstruct
the OCT reflectance signal beneath the blood vessels, causing discontinuity in other layers
and complicating accurate retinal layer segmentation. This issue is particularly problematic in
humans, where larger retinal arteries and veins exacerbate the discontinuity, as the degree of
signal reduction is proportional to the diameter of the blood vessels.

The first attempt at automated vis-OCT retinal layer segmentation was made by Soetikno et al.,
using a graph-search technique [9]. Later, they employed a four-level U-Net to segment human
retinal images acquired by vis-OCT [10]. Our previous work involved developing an end-to-end
deep learning method to segment retinal layers and vascular plexuses using a three-dimensional
convolutional neural network (CNN) model for vis-OCT images [11]. While effective, this
approach often suffers from errors caused by blood vessel shadows. Recently, Ye et al. introduced
a co-learning deep framework using a customized U-Net for simultaneous self-denoising and
retinal layer segmentation in vis-OCT images [12]. This model integrates residual connections
within the convolutional blocks of each decoder layer to enhance segmentation accuracy. However,
the specific challenge posed by blood vessel shadows remains inadequately addressed.
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To overcome the issue of vessel shadows in retinal layer segmentation, several techniques
have been proposed, primarily focusing on inpainting methods to fill in the missing regions
before segmentation. One approach is the development of DeshadowGAN, which uses generative
adversarial networks (GANs) to correct vessel shadows [13]. Similarly, another deep-learning
pipeline, based on a GAN inpainting network, was proposed to specifically address vessel
shadows in choroid layer segmentation [14]. Additionally, a multi-scale sparse representation
method enhanced by a CNN-based module has been introduced to improve the inpainting of
larger shadows [15]. While these inpainting methods are effective for narrow and regular vessel
shadows, their performance is limited when dealing with large or irregular shadowed areas.
Additionally, incorporating a separate preprocessing step for inpainting increases the overall
complexity of the segmentation pipeline. Artificially filling in missing areas can also introduce
errors, as it may mislead segmentation algorithms, especially in regions with extensive shadows,
resulting in less accurate outcomes.

In recent years, vision Transformers [16] have emerged as promising tools for medical image
analysis. TransUNet [17], for instance, replaces the CNN encoder in U-Net with a Transformer
to encode tokenized image patches, capturing global features. The Swin Transformer employs a
pure transformer model with shifted windows during feature upsampling to improve the spatial
distribution of feature maps [18]. Leveraging the improved accuracy and efficiency, these models
have also been explored for OCT retinal layer segmentation. Tan et al. presented a hybrid model
integrating CNN and a lightweight Transformer, processing image inputs through two distinct
frameworks: one utilizing the Transformer for global feature extraction and the other using
cross-convolution for local feature extraction [19]. They introduced a boundary regression loss
function and implemented feature polarization techniques to enhance boundary accuracy and
minimize mutual interference during segmentation. Similarly, Cao et al. used A-lines as training
data to enhance the multi-head self-attention mechanism of the Transformer [20]. The authors
also developed a framework akin to the attention U-Net architecture [21] by combining CNN
with vision Transformer [22].

Building on these recent advances in Transformer-based approaches, we propose BreakNet,
a multi-scale convolutional and Transformer-based model specifically designed to address the
discontinuity challenges caused by blood vessel shadows in vis-OCT retinal image segmentation.
BreakNet employs a hierarchical architecture, leveraging multi-path convolutional and vision
Transformer blocks to enhance local and global feature extraction. Our method was validated
using vis-OCT rodent retinal images, demonstrating superior segmentation performance and
showcasing the potential of vis-OCT in retinal imaging.

2. Methods

2.1. Vis-OCT retinal image acquisition

Healthy rodents (N= 6 brown Norway rats and N= 4 C57 mice) retinal images in this study
were acquired by a customized vis-OCT prototype [3]. Briefly, the system has a full-width
half-maximum bandwidth of 90 nm from 510 to 610 nm, operating at a 50 kHz A-line sampling
rate. During the imaging session, rodents were anesthetized with 3% isoflurane and injected
with a ketamine and xylazine cocktail (ketamine: 0.37 mg/kg; xylazine: 0.07 mg/kg). A drop
of 1% tropicamide hydrochloride ophthalmic solution was used to dilate the pupil. To prevent
corneal dehydration, artificial tears were applied to the eyes before every OCT scan acquisition.
Each volume contained 500 A-lines per B-scan, 2 repeated frames for each B-scan, and 500
B-scans in total. The interferogram of each scan was recorded by a line scan camera (Basler
spl4096-140 km) and further processed in MATLAB to resolve the OCT images. Ethics approval
for the protocols was obtained from the Institutional Animal Care and Use Committee (IACUC)
of the University of Pittsburgh.
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2.2. Layer discontinuity caused by blood vessel shadow

Blood vessel shadowing is a well-known issue in OCT imaging, but it is notably more pronounced
in vis-OCT due to the stronger absorption of hemoglobin. In vis-OCT, hemoglobin absorbs
visible light much more strongly (100×) than near-infrared light, which leads to more severe
signal attenuation and, thus, more significant shadowing artifacts. By contrast, NIR-OCT, which
operates at longer wavelengths, experiences much less hemoglobin absorption, resulting in
minimal shadowing effects (Fig. 1). The increased absorption in vis-OCT causes discontinuities
in the retinal layers beneath large blood vessels, which complicates accurate retinal layer
segmentation. These discontinuities can present as multiple closely spaced gaps or even ultrawide
discontinuities, especially when the scan is oriented parallel on the vasculature. As discussed,
this challenge is exacerbated in humans, where retinal blood vessels are larger than those in
rodents, leading to a greater accumulation of signal extinction and more severe shadowing. Thus,
while vessel shadowing is a common challenge in all OCT modalities, its severity in vis-OCT
is uniquely problematic, and our work specifically addresses these difficulties by developing
advanced segmentation techniques to overcome these artifacts.

2.3. BreakNet

Inspired by the work presented in [23], we propose a multi-scale feature extraction block (MSFE)
enhanced with convolutional and vision transformer elements that incorporate multiple fields
of view. This design aims to achieve precise segmentation performance for vis-OCT retinal
images. The MSFE block efficiently combines local and low-level features, such as edges and
textures, with global and high-level features, like shapes and sizes, simultaneously. We developed
our method by integrating this block into a four-stage hierarchical framework, as illustrated
in Fig. 2. The backbone architecture begins with a stem convolution layer that includes two
3× 3 convolution operations, which help prevent detail loss due to transformer patches. This
is followed by a stack of four MSFE blocks, each generating a comprehensive feature map.
Our MSFE block consists of two main components: patch embedding and feature extraction,
represented by the pink, blue, and green boxes in Fig. 2. The details of each component are
described below:

2.3.1. Patch embedding

Different patch sizes enable vision transformers to have a multi-scale range of global views, result-
ing in more efficient semantic feature extraction and consequently more accurate segmentation.
While the hierarchical framework of the proposed method already facilitates this capability for
transformers, integrating multi-scale global feature extraction at each stage within this hierarchy
enhances the power of vision transformers, especially in segmenting challenging images like
B-scans with wide discontinuity. To achieve this, we incorporate two scales, 3× 3 and 5× 5,
in patch embedding. This approach enabled us to extract feature maps of the same size using
different patch sizes within the same feature layer, creating a multi-scale global feature map at
the same level.

In the implementation of the patch embedding layer, the network learns the 2D depth
convolutional function WD

k×k to map the feature map Xi−1
Hi−1×Wi−1×Ci−1

from (i − 1)th stage into the
new token X̃i

Hi−1
2 ×

Wi−1
2 ×Ci−1

in the ith stage using Eq. (1).

X̃i
Hi−1

2 ×
Wi−1

2 ×Ci−1
= WD

k×k(X
i−1
Hi−1×Wi−1×Ci−1

), k ∈ {3, 5} and i ∈ {1, 2, 3, 4} (1)

Here, k is the kernel size or patch size, and H, W, and C indicate the height, width, and channel
sizes of the feature map, respectively. According to this equation, in each stage, two convolutional
patch embedding layers with kernel sizes of 3 × 3 and 5 × 5 are applied to the input feature map
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Fig. 1. Representative retinal layer discontinuity caused by blood vessel shadows. Left
panel: human retinal images acquired with a commercial near-infrared OCT system (Zeiss
Plex Elite at λ=1050 nm) showing minimal blood vessel shadows and neglecting retinal layer
discontinuity. Right panel: rat retinal images acquired with visible light OCT (vis-OCT)
prototypes showing significant blood vessel shadows and layer discontinuity with various
situations (B-scan #1: normal discontinuity, B-scan #2: multiple discontinuities close to
each other, B-scan #3: ultrawide discontinuity caused by parallel B-scan direction with
vascular pattern, as well as the cross-section of optic nerve head (merge points of retinal
arteries and veins). White arrows in en face images indicated the position of B-scans. Blue
(NIR-OCT) and red (vis-OCT) arrows indicated the position of blood vessel shadows and
layer discontinuities. ILM: inner limiting membrane. NFL: nerve fiber layer. IPL: inner
plexiform layer. INL: inner nuclear layer. OPL: outer plexiform layer. ONL: outer nuclear
layer. EZ: ellipsoid zone. RPE: retinal pigment epithelium. BM: Bruch’s membrane.

to build two same-size feature maps with half of the width and height compared to the previous
stage. These feature maps are further proceeded by CNN and transformer blocks to extract local
and semantic information, respectively.

2.3.2. Feature extraction

In this part of the MSFE block, a multi-scale combination of local and contextual retinal layer
features is extracted from the patches by leveraging self-attention mechanisms in transformer
blocks (Trans Block) and the inductive bias strength in convolutional layers (CNN Block). Trans
blocks enable the network to capture the inter-dependency of features in a long-range global view,
and CNN blocks enable the network to extract low-level information like texture and edges.

The MSFE block utilizes two transformers and two CNN blocks, as represented by the blue
and green boxes in Fig. 2. CNN blocks 1 and 2 share identical architecture, processing X̃i

3×3
and X̃i

5×5 provided by the patch embedding layer via a sequence of 1 × 1 pointwise convolution
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Fig. 2. The architecture of the proposed method for deep learning segmentation of retinal
layers in visible OCT B-scan images. A B-scan captured from the rat eye is shown as a
representative example.

(WP
1×1) and 3 × 3 depth-wise convolution (WD

3×3), as follows:

Ẋi
k×k = WP

1×1(W
D
3×3(W

P
1×1(X̃

i
k×k))) + X̃i

k×k , k ∈ {3, 5} and i ∈ {1, 2, 3, 4} (2)

Trans blocks 1 and 2 also have the same structure comprising of normalization (Norm),
self-attention (SA), dropout (Dpt), and multi-layer perceptron (MLP) layers. However, two
different strategies are employed within their attention layer to reduce the complexity. In Brief,
in each stage i, the implementation of the Trans blocks for two input feature maps X̃i

3×3 and X̃i
5×5

can be summarized as follows:

Ẍi = Dpt
(︂
MLP

(︂
Norm

(︂
X̄i

k×k + X̃i
k×k

)︂)︂)︂
+ X̄i

k×k + X̃i
k×k, k ∈ {3, 5} , i ∈ {1, 2, 3, 4} (3)

X̄i
k×k = Dpt(SA(Norm(X̃i

k×k))) (4)

The self-attention layer in the trans blocks allows the network to achieve a larger receptive
field, enabling efficient perception of semantic features. The proposed segmentation model needs
these features to learn the varying width and shape of vessel shadow within the layered structure
of the retina. This understanding enables accurate segmentation in such B-scans. However,
the self-attention layer is a key factor in the high complexity of Transformers. To mitigate this
complexity, we replaced the self-attention layer with an average-pooling layer in Trans block 1
[24] for the input feature map X̃i

3×3; and used a factorized attention layer with linear complexity
in Trans block 2 [25] for the input feature map X̃i

5×5. Accordingly, the SA function in Eq. (4) is
described as:

SA(Q, k, v) =
⎧⎪⎪⎨⎪⎪⎩

AvgPool, if k = 3
q
√

c (softmax(k)Tv), if k = 5
(5)

Using Eq. (3) and Eq. (4) in each stage i, two global feature maps Ẍi
3×3 and Ẍi

5×5 are generated
by Trans blocks 1 and 2, respectively, capturing efficient information of long-range dependencies
across two different patch sizes. To fuse two local feature maps from CNN blocks, and two
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contextual feature maps resulting from Trans blocks, a concatenation layer followed by a pointwise
convolution is employed as indicated by Eq. (6). :

X̂i+1 = WP
1×1

(︂
concat

(︂
Ẋi

3×3 , Ẋi
5×5, Ẍi

3×3, Ẍi
5×5

)︂)︂
(6)

2.3.3. Lateral connection and decoder

To obtain the segmentation probability map, we developed a hierarchical decoder pathway
comprising DEC-blocks, as depicted in Fig. 2. In the decoding pathway, higher-resolution feature
maps are generated from lower-level features that are spatially coarser but semantically stronger,
achieved by incorporating up-sampling layers. However, these multiple down-sampling and
up-sampling operations can lead to a loss of precise location information in the feature maps. To
address this, lateral connections are employed to enhance the feature maps. Specifically, each
up-sampled output in the DEC blocks was combined with the corresponding MSFE block using
element-wise addition.

As shown in the architecture of DEC-blocks in Fig. 2, each decoder block comprises five main
layers arranged sequentially: a 3× 3 depth-wise convolution (WD

3×3), batch normalization (BN),
leaky ReLU activation function (LR), up-sampling layer (UP), and 1 × 1 pointwise convolution
(WP

1×1). Each DEC Block receives two feature input maps, one from the preceding decoder
block output (Di+1

Hi+1×Wi+1×Ci+1
) and the other from the corresponding MSFE or conv-steam output

(X̂i
Hi×Wi×Ci

) via lateral connections. The interaction between these layers generates decoder
output Di

Hi×Wi×Ci
using two inputs Di+1

Hi+1×Wi+1×Ci+1
and X̂i

Hi×Wi×Ci
in each stage i can be indicated

as follows:
Di

Hi×Wi×Ci
= WP

1×1((outiHi×Wi×Ci
+ X̂i

Hi×Wi×Ci
)) (7)

outiHi×Wi×Ci
= UP(LR(BN(WD

3×3(d
i+1
Hi+1×Wi+1×Ci+1

)))) (8)

where Hi = 2∗Hi+1, Wi = 2∗Wi+1, and Ci = Ci+1 show the height, width, and channel sizes of
feature maps in each stage i, respectively.

By iterating the decoding process using four DEC blocks, we computed the final segmentation
probability map along with three auxiliary outputs. These auxiliary outputs enable the network to
better understand the misrepresentation of feature maps, resulting in a more accurate segmentation.
To this end, as illustrated in Fig. 2, each DEC block output Di

Hi×Wi×Ci
was first summed with its

corresponding lateral feature map X̂i
Hi×Wi×Ci

, and then reshaped to match the height and width
of the original input image through bilinear interpolation. Subsequently, these three auxiliary
outputs, along with the main output derived from the final DEC block, were passed through the
SoftMax function to compute the loss function across the ground truth in each layer.

2.3.4. Implementation details

Our rodent dataset comprises 23 volumes: 15 volumes from N= 6 rats and 8 volumes from N= 4
mice. The division of the training, validation, and testing sets was performed at the volume level,
with each volume containing 512 B-scans. For the rat data segmentation, we utilized 8 volumes
(4096 B-scans each) for training, 2 volumes (1024 B-scans each) for validation, and 5 volumes
(2560 B-scans each) for testing. In the mice data segmentation, we allocated 4 volumes (2048
B-scans each) for training, 1 volume (512 B-scans) for validation, and 3 volumes (1536 B-scans
each) for testing. Two trained experts independently labeled all the images by delineating the
eight retinal boundaries shown in Fig. 1, using a semi-automatic method developed in MATLAB.
In cases where B-scans were severely impaired by vessel shadows, the experts referred to adjacent
clearer B-scans and their overall understanding of retinal anatomy to make informed decisions.
For example, when a large portion of a layer was obscured, the experts started from the visible
areas and extended the boundary into the shadowed region, maintaining the layer’s expected
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thickness and curvature based on the surrounding clear data. The inner limiting membrane (ILM),
which remained consistently visible across all scans, provided a reliable reference point for this
process. If there was disagreement between the two experts, a third, more experienced expert
reviewed the image and resolved the conflict. The final ground truth for evaluation was based
on the consensus between the experts. This approach ensures a robust method for obtaining
accurate ground truth labels, even in challenging cases where large portions of the retinal layers
are obscured by vessel shadows.

Our implementation is based on PyTorch framework and Python 3.8, executed on a PC equipped
with an NVIDIA GeForce 4090 and 94 GB of RAM. Data augmentations, including transpose,
contrast adjustment, and vertical/horizontal flipping, were applied to enlarge the training sets.
Dice loss was used as a loss function. The hyperparameters for training were set as follows: a
learning rate of 1e-2 with decay applied every 5 epochs (reducing the learning rate by 0.8), a
batch size of 8, a maximum of 60 epochs, and the Adam optimizer.

We conducted our evaluation by considering both computational and clinical perspectives,
through qualitative and quantitative analyses. In computational analysis, we utilized three
widely recognized measures: the Dice coefficient (Dice), Intersection over Union (IoU), and
counter-error (CE) [26,27]. For clinical analysis, we employed the thickness error (TE) metric.
These metrics were computed based on the image label and boundary profile of the intersection
of two ground truths. The efficiency of the proposed method was evaluated against, a) Tightly
combined Cross-Convolution and Transformer with Boundary regression and feature Polarization
(TCCT-BP), a leading human retinal segmentation model [19], and b) classical U-Net [28] as a
pure CNN model. All methods were trained from scratch on the training set for a fair comparison.

3. Results

3.1. Overall performance of BreakNet

Owing to the incorporation of MSFE blocks for effective global features extraction, the proposed
BreakNet successfully segmented rat retinal images with varying degrees of discontinuity (Fig. 3).
In contrast, the U-Net and TCCT-BP models perform well when there is no/minimal discontinuity.
Their robustness reduces in images with normal discontinuity caused by retinal major vessels and
completely fails in cases with multiple or ultrawide discontinuities. These segmentation errors
can happen not only within the shadowed region but also in the neighboring regions.

The Dice and IoU scores for the BreakNet were 0.90 and 0.83 respectively, outperforming those
of the U-Net (Dice: 0.81, IoU: 0.72) and TCCT-BP models (Dice: 0.85, IoU:0.76) (Table. 1).
The failure rate of B-Scan segmentation, defined as the proportion of B-scans with segmentation
results containing discontinued boundaries compared to the total number of B-scans tested
(Table. 1), was less than 1% (N= 6 / 1141) for BreakNet. In contrast, the failure rate is 38% for
U-Net and 11% for TCCT-BP. Excluding the failed B-scans (which are not able to calculate the
contour error and thickness error), BreakNet also achieved the best performance on metrics of
contour error (2.13± 0.87 µm) and thickness error (1.61± 0.73 µm).

Table 1. Quantitative comparison of proposed BreakNet to U-Net and TCCT-BP models on
segmenting vis-OCT rat retinal images

Method Dice IoU Failure Rate (%) CE (µm) TE (µm)

U-Net 0.81(0.06) 0.72(0.08) 38% 4.48(1.54) 4.63(1.81)

TCCT-BP 0.85(0.06) 0.76(0.08) 11% 2.34(1.45) 2.75(2.31)

BreakNet 0.90(0.04) 0.83(0.05) 1% 2.13(0.87) 1.61(0.73)
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Fig. 3. Representative OCT B-scan images of rats, showing the ground truth of 7 retinal
layers and subsequent segmentations using the BreakNet, U-Net, TCCT-BP, and baselines.
The OCT B-scans are arranged from low to high difficulty in layer segmentation: a regular
scan, scans with multiple close shadows, and Ultrawide shadow at the edge. White lines
outline the boundary of these layers in the corresponding ground truth.

3.2. Ablation experiment

To evaluate the necessity of the framework presented MSFE blocks, we modified the architecture
of BreakNet by adjusting the number of feature extraction paths (N= 1, 2) and attention strategies
(Pooling=PL, Factorized Attention: FA) within the Transformers. As shown in Table. 2, the
BL1 and BL2, using single path features, performed poorly in segmenting retinal layers. BL2



Research Article Vol. 15, No. 12 / 1 Dec 2024 / Biomedical Optics Express 6733

performed better than BL1 by replacing PL pooling layers with more complicated and effective
FA attention mechanisms. BL3 improved the shape and layer order learning through a dual-path
approach for local and global feature extraction but struggled with thick vessel shadows. Our
proposed method, which employs a dual-path approach with transformers using both pooling
and factorized attention, achieves the best segmentation results (Dice:0.90, IoU: 0.83). It should
be mentioned that complicating the segmentation model by employing FA in both paths in
BL4 significantly increased the training time (two times than BreakNet) but did not improve
performance (Dice:0.90, IoU: 0.83), indicating that the long-distance dependencies captured
by FA in the larger patch size already encompass the global information computed in smaller
patches by pooling layers.

Table 2. Computational segmentation performance in terms of Dice and IoU (mean (std)) for the
proposed method and Baselines on vis-OCT rat retinal images

Method Number of Paths: Patch Size Attention Strategy Dice IoU

BL1 1: [3×3] PL 0.85(0.06) 0.77(0.08)

BL2 1: [3×3] FA 0.87(0.04) 0.79(0.05)

BL3 2: [3×3 ], [ 5 × 5] PL-PL 0.89(0.05) 0.81(0.06)

BL4 2: [3×3 ], [ 5 × 5] FA-FA 0.90(0.04) 0.83(0.05)

BreakNet 2: [3×3 ], [ 5 × 5] PL-FA 0.90(0.04) 0.83(0.05)

3.3. Robustness to low-quality ground truth

Preparing high-quality ground truth in medical image segmentation is time-consuming, which
can limit the development of deep-learning-based approaches. Therefore, segmentation models
that can work with limited-quality ground truth are highly valuable. To evaluate BreakNet’s
capability in this aspect, we trained the model from scratch using limited-quality ground truth
data. Specifically, we manually labeled ground truth on every fifth B-scan and obtained the labels
for the remaining B-scans within the volume by interpolation, which is a regular process and
causes inevitable displacement of the boundaries, and therefore low quality delineation due to
factors such as motion and retinal curvature.

As shown in Table. 3, the low-quality ground truth (GTL) generated by interpolation demon-
strated a significant difference from the high-quality ground truth (GTH), which was obtained
by manually delineating every B-scan. The segmentation results (SEGL) were evaluated using
both sets of ground truths data, yielding a Dice value of 0.83 with GTL, and an improved Dice
value of 0.88 with GTH. These values indicate a high correlation of the resulting segmentation
with high-quality ground truths, highlighting BreakNet’s efficient architecture for learning both
local and semantic information, making it robust to noisy ground truth. To further clarify this
capability, we inspected the segmentation results in detail (Fig. 4). By comparing the raw B-scans

Table 3. Evaluation of BreakNet’s robustness to training on low-quality ground truth using Dice.
GTL: low-quality ground truth; GTH: high-quality ground truth; SEGL: deep learning segmentation

using models trained by GTL

NFL IPL INL OPL ONL EZ RPE All

GTL
GTH

0.83(0.12) 0.91(0.05) 0.85(0.10) 0.66(0.19) 0.94(0.04) 0.86(0.12) 0.84(0.14) 0.84(0.10)

SEGL
GTL

0.82(0.11) 0.89(0.05) 0.84(0.10) 0.66(0.17) 0.94(0.04) 0.85(0.11) 0.83(0.14) 0.83(0.10)

SEGL
GTH

0.86(0.05) 0.91(0.03) 0.90(0.05) 0.76(0.08) 0.96(0.20) 0.89(0.04) 0.88(0.05) 0.88(0.03)
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Fig. 4. Representative vis-OCT B-scan images of rat retinas in zoom-in view overlaid with
layer segmentations (green: low-quality ground truth, GTL, red: BreakNet segmentation
trained by the low-quality ground truth).

 

Fig. 5. Representative vis-OCT images of mice retina showing A) en face image of OCT, B)
en face image of OCTA, C) cross-sectional B-scan image of OCT, and D) B-scans overlaid
with segmentation by BreakNet.

and the segmentations, we found that BreakNet effectively identified the correct position of
the layers, despite the evident errors and deviations in the limited-quality ground truth. This
performance is close to the 0.90 Dice score obtained when trained with high-quality ground truth,
underscoring BreakNet’s robustness and accuracy.
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3.4. Evaluation of BreakNet on mouse retinas

To further assess the performance of our proposed method, we re-trained BreakNet using vis-OCT
images from mouse retinas. Since the mouse retinas have smaller eyes and caliber of retinal major
vessels, their blood vessel shadows, and layer discontinuity are less pronounced than those in
rats (Fig. 5). As a result, the Dice and IoU values were improved to 0.91± 0.01 and 0.84± 0.02,
respectively in mice, indicating the effectiveness of BreakNet in segmenting retinal layers across
multiple species.

4. Discussion

Vis-OCT has shown promise in achieving high-resolution and functional retinal imaging,
surpassing the capabilities of standard near-infrared OCT. However, the inherent challenge of
blood vessel shadow artifacts, due to strong hemoglobin absorption, complicates accurate retinal
layer segmentation. These artifacts create significant discontinuities in the OCT signal beneath
blood vessels, obstructing layer delineation. In this study, we propose a novel deep-learning
architecture, BreakNet, designed to overcome these challenges. Aiming to improve segmentation
accuracy in the presence of blood vessel shadows, BreakNet integrates multi-scale convolutional
and Transformer-based blocks to extract both local and global features. In contrast to the
inpainting methods [13–15], which typically rely on a two-step process of first removing or filling
in shadows and then performing segmentation, BreakNet takes a different approach. Instead
of focusing on inpainting missing regions, BreakNet mimics the strategies experts use when
manually delineating retinal layers in images with shadows. By incorporating a multi-path vision
transformer within a hierarchical architecture, BreakNet enhances its field of view, enabling
the extraction of critical global features directly from the original images. This approach
allows BreakNet to avoid the potential pitfalls of inpainting, such as introducing artifacts or
misrepresentations in heavily shadowed areas. Instead, BreakNet excels by learning long-range
dependencies through its vision transformer components, which are well-suited for capturing
global semantic features. The hierarchical structure of BreakNet enables it to recognize the
interdependencies between features at different scales, understanding that objects of the same
class can exhibit variations in intensity and appearance. This capability is especially important
when dealing with large, complex vessel shadows that obscure retinal layers. By providing the
model with a broader, expert-like field of view, BreakNet is able to segment retinal layers more
accurately without the need for prior shadow removal or inpainting. In regions where edge
information fades, or where noise and other artifacts disrupt the edges and textures, the global
feature extraction capability compensates for the weakened locality. This global understanding
enables the model to learn high-level features, resulting in accurate segmentation even in areas
where local information is reduced or discontinued by vessel shadow artifacts.

We evaluated BreakNet on vis-OCT images of rodent retinas, and our model demonstrated
superior segmentation performance compared to state-of-the-art methods. We validated its
performance through ablation studies, testing its usefulness with low-quality ground truth, and
assessing its generalization across species. BreakNet’s superior performance in addressing
the challenges posed by blood vessel shadows in vis-OCT images has significant implications
for retinal imaging and analysis. By enabling accurate layer segmentation despite artifacts,
BreakNet facilitates better quantification and analysis of retinal structures, potentially improving
the diagnosis and monitoring of retinal diseases.

In medical image processing, incorporating expert knowledge into deep-learning models can
significantly enhance segmentation performance [29]. When generating ground truth, expert
graders tend to delineate layers by maintaining consistent thickness and curvature in other regions
or B-scans. In this study, vision transformers successfully utilized this knowledge. As shown
in Fig. 3, the importance of these features is particularly evident in challenging images, where
a considerable amount of information is obscured or weakened by large vessel shadows. Our
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Fig. 6. Representative NIR-OCT images of human retinas showing raw B-scans and
segmentation results by BreakNet. Images include a normal case and various pathological
conditions: cystoid fluid damage, large vessel shadows along with cysts, vitreous shadow,
hard exudates, and retinoblastoma. Normal cases are highlighted with green bounding boxes,
and challenging cases are marked with red bounding boxes.

results demonstrate that BreakNet can effectively learn and mimic this expert ability for accurate
segmentation.

In addition to its performance on vis-OCT images, we evaluated BreakNet’s generalizability
by applying it to segment retinal layers in NIR-OCT images from the OCTA500 dataset [30],
which includes both normal and pathological retinas imaged at 840 nm. Although blood
vessel shadowing is less severe in NIR-OCT than in vis-OCT due to reduced hemoglobin
absorption, retinal segmentation can still be challenging, particularly in pathological cases.
As anticipated, BreakNet effectively segmented NIR-OCT images of healthy human subjects
without misinterpreting the dark regions caused by vessel shadows as fluid-filled cystoid spaces
(Fig. 6). Moreover, BreakNet demonstrated robust performance in segmenting retinal layers
even in complex pathological cases, such as those involving vitreous shadows, hard exudates,
and retinoblastoma, where significant layer discontinuities were present. This demonstrates
that BreakNet’s multi-scale feature extraction and attention mechanisms are not limited to
handling the challenges of vis-OCT but are also beneficial in segmenting images from other
OCT modalities, including NIR-OCT. This validation underscores the potential of BreakNet to
be applied across different OCT systems, particularly those that use wavelengths beyond the
visible light spectrum. Its ability to generalize across diverse imaging scenarios suggests it could
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enhance segmentation accuracy in other OCT-based imaging systems, broadening its applicability
in clinical and research settings. By expanding this discussion, we have clarified how BreakNet’s
architecture is not restricted to vis-OCT but offers benefits across other retinal OCT systems,
including NIR-OCT. This generalizability is crucial for extending its utility in broader clinical
applications.

Future research could explore several avenues to further enhance BreakNet’s capabilities. As
vis-OCT can visualize more than 8 layers in the retinas [7,31], it would be beneficial to improve the
model’s performance in segmenting sub-laminar structures by incorporating advanced networks
and/or a sequence of B-scans. Another direction could involve refining the architecture to
further reduce computational complexity while maintaining segmentation accuracy. Additionally,
extending BreakNet to other imaging modalities and anatomical regions could demonstrate its
versatility and broaden its application scope. Integrating BreakNet with advanced techniques such
as transfer learning and unsupervised learning could leverage pre-trained models on large-scale
datasets to enhance performance in scenarios with limited annotated data. Exploring real-time
segmentation capabilities could also pave the way for clinical applications, where rapid and
accurate analysis is crucial.

5. Conclusion

BreakNet represents a significant advancement in retinal layer segmentation for vis-OCT images,
particularly in overcoming the challenges posed by blood vessel shadows. Its robust performance
demonstrated through comprehensive evaluations and comparative analyses, underscores its
potential for improving retinal imaging and analysis. The ability to generalize across species and
maintain accuracy with limited-quality ground truths further enhances its practical applicability.
Future developments and extensions of BreakNet hold promise for broadening its impact in
medical imaging and beyond.
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