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The importance of local evaluation

1 Van Calster, Ben, et al. "There is no such thing as a validated prediction model." BMC medicine 21.1 (2023): 70.

2 Youssef, Alexey, et al. "External validation of AI models in health should be replaced with recurring local 
validation." Nature Medicine 29.11 (2023): 2686-2687.

• Artificial and augmented intelligence are pattern 
recognizers
‣ Make predictions based on simplifications of patterns – 

including content generation

• Particularly likely to be wrong when patterns vary

• There is no such thing as a validated prediction model1
• Patient populations vary
• Measurements of predictors or outcomes vary
• Populations and measurements change over time

• Local evaluation does not rely on generalizing from 
other sites2

‣ Allows for pre-deployment testing where it will be used 
‣ Localization and monitoring to ensure reliable 

performance.
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HTI-1 Predictive DSI Source Attributes
General Description and Outputs1 Purpose2 Cautioned Out-of-Scope Use3

Development and Input Features4 Process used to ensure fairness5 External Validation Process6

Quantitative Measures of Performance7 Ongoing Maintenance of Intervention8 Validation or Fairness Schedule9

1) Name and contact information for the intervention 
developer;

2) Funding source of the technical implementation for the 
intervention(s) development;

3) Description of value that the intervention produces as an 
output; and

4) Whether the intervention output is a prediction, 
classification, recommendation, evaluation, analysis, or 
other type of output.

5)  Intended use of the intervention;
6)  Intended patient population(s) for the intervention’s use;
7)  Intended user(s); and
8)  Intended decision-making role for which the intervention 

was designed to be used/for.

9) Description of tasks, situations, or populations 
where a user is cautioned against applying the 
intervention; and

10) Known risks, inappropriate settings, inappropriate 
uses, or known limitations. 

11)  Exclusion and inclusion criteria that influenced the data set; 
12)  Use of variables in paragraph (b)(11)(iv)(A)(5)-(13) as input 

features;
13)  Description of demographic representativeness including, 

at a minimum, those used as input features in the 
intervention; 

14)  Description of relevance of training data to intended 
deployed setting; 

15) Description of the approach the intervention developer 
has taken to ensure that the intervention’s output is fair; 
and

16)  Description of approaches to manage, reduce, or 
eliminate bias.

17)  Description of the data source, clinical setting, or 
environment where an intervention’s validity and fairness 
has been assessed, other than the source of training and 
testing data

18)  Party that conducted the external testing;
19)  Description of demographic representativeness of 

external data including, at a minimum, those used as 
input features in the intervention; 

20)  Description of external validation process. 

21) Validity of intervention in test data derived from the same source as the 
initial training data; 

22) Fairness of intervention in test data derived from the same source as the 
initial training data; 

23) Validity of intervention in data external to or from a different source than 
the initial training data; 

24) Fairness of intervention in data external to or from a different source than 
the initial training data; 

25) References to evaluation of use of the intervention on outcomes, including, 
bibliographic citations or hyperlinks to evaluations of how well the intervention 
reduced morbidity, mortality, length of stay, or other outcomes; 

26) Description of process and frequency by which the 
intervention’s validity is monitored over time;

27) Validity of intervention in local data; 
28) Description of the process and frequency by which 

the intervention’s fairness is monitored over time.
29) Fairness of intervention in local data; and

30) Description of process and frequency by which the 
intervention is updated; and 

31) Description of frequency by which the intervention’s 
performance is corrected when risks related to 
validity and fairness are identified. 



5

Prevalence of Local Evaluation

Proportion of hospitals that reported most or all 
models were evaluated using data from their hospital 
or health system (n=1,660).
Model Accuracy 1,009 61%
Model Bias 711 44%
Model Bias and Accuracy 709 44%
Note: 36 hospitals did not indicate whether they evaluated models for accuracy or 
bias and were excluded from analysis.
Paige Nong, Julia Adler-Milstein, Nate Apathy, A Jay Holmgren and Jordan Everson 
“Current Use And Evaluation Of Artificial Intelligence And Predictive Models In US 
Hospitals” Forthcoming, Health Affairs
Source: 2023 American Hospital Association Information Technology.
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ASTP Decision Support Intervention Toolkit

• Recently awarded contract

• Assess needs for a set of tools to facilitate detection of bias in AI models

• Develop tools and share on ASTP web site

• Among other functions, tool will facilitate comparing local data to synthetic data to detect anomalies 
or potential unique biases in local data. 



Local AI Evaluation at UCSF Health
 It is very difficult for health systems to know when AI is ”trustworthy”

- Limited regulation and standards for vendors
- Healthcare delivery systems do not innately have AI assessment capabilities

 Early lessons in health AI use highlighted gaps across mission areas
- Unreliable and/or biased vendor tools
- Research tools deployed haphazardly without guardrails

https://www.hhs.gov/sites/default/files/hhs-trustworthy-ai-playbook.pdf
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AI Oversight Across the AI Lifecycle
 Health AI Oversight Committee ensures all AI tools implemented in the health system 

are “trustworthy”
 Diverse, multidisciplinary committee with broad expertise
 Scope includes locally developed, vendor procured, and research tools



UCSF IMPACC 
(Impact Monitoring Platform for AI in Clinical Care)
IMPACC = AI Monitoring Infrastructure + Robust Adjudication Process

 Unique partnership bridging health system and campus/academic expertise 
 Generalizable monitoring infrastructure for all enterprise AI tools deployed at UCSF

- Implementation and use, algorithmic vigilance, KPIs and outcomes
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3 Horizons of IMPACC AI Monitoring
Horizon 1: Basic Metrics
Horizon 2: Advanced Insights
Horizon 3: Open Research Questions



Predictive AI Generative AI

AI @



AI Trust & Assurance Suite

Performance on local 
patient mix

Implements major 3rd-
party standards

Real-time, ongoing
monitoring

Open-source template 
& schema



Enabling Algorithmovigilance for 
Safe, Effective, & Equitable Health 
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Endowed Directorship in Biomedical Informatics
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”Algorithmovigilance”

“The scientific methods and activities 
relating to the evaluation, monitoring, 
understanding, and prevention of adverse 
effects of algorithms in health care.”

Akin to pharmacovigilance for monitoring 
drug effects

Increasingly important as AI/ML-derived 
algorithms are used

Embi PJ. JAMA Network Open. 2021;4(4):e214622. 



The Vanderbilt Algorithmovigilance Monitoring and 
Operations System (VAMOS)

Su s t a in ab le  d ep lo ym en t  o f clin ica l p r ed ict io n  t o o ls — a 36 0 ° 
ap p r o ach  t o  m o d el m a in t en an ce 
Davis S, Embi PJ, Matheny M. J Am Med Inform Assoc, May 2024



PERFORMANCE PROCESS OUTCOMES

Model Name State Criticality Class
Next 

Review Type Metric 1 Status Metric 2 Status Metric 1 Status Metric 2 Status Outcome Status

Cornelius Active 3 Clinical -4 d BPA Precis ion Accuracy Fire rate Acceptance Readmis s ion

Deterioration 
index

Inactive 1A Clinical 131 d Story-
board

Recall Accuracy Views -- Clinical 
deterioration

Pos t-partum 
hemorrhage

Maint. 1B Clinical 68 d Patient lis t Brier Score Precis ion Appearance 
in lis ts

-- Uterine atony

CLOT Active 2 Clinical 19 d Order s et Precis ion Accuracy Views Order 
acceptance

Hos p. VTE

Others  …

Show: All Search:

Show: All

All
Active State
Maintenance State
Inactive State
Research Clas s
Clinical Clas s
Operational Clas s
Others  ...

Show Alerts Generate reports

VAMOS  DAS HBOARD MOCK- UP

Select Metric ...

Accuracy
AUC
Bias
Brier Score
Drift
Fire Rate
O-to-E Ratio
PPV
Respons ivenes s
Trigger Rate Stability
Others  ...
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Creating Local and Federated Algorithmovigilance (AV) Systems



Thank 
You! 

Questions or Comments?

@embimd.bsky.social

peter.embi@vumc.org

Business Card



18

Stay up-to-date on the 
agenda with the Annual 
Meeting app! 
Download ShoApp in the 
App Store or Google Play.



19Better health enabled by data

@HHS_TechPolicy

Share your content on X and don't forget to use 
the hashtag #ASTP2024
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Today’s Agenda
December 4th 

9:00 am – 11:30 am Keynote Remarks from Micky Tripathi
Morning Plenary: TEFCA - Year One in the Books and Looking to the Future

11:30 am – 1:00 pm Lunch on your own

1:00 pm – 2:00 pm Breakout Sessions I – View the ASTP Annual Meeting app for details

2:00 pm – 2:15 pm Break

2:15 pm – 3:15 pm Afternoon Plenary: Collaboration, Harmonization, and Standardization: How 
USCDI+ is Raising the Floor for Interoperable Data Use

3:15 pm – 3:45 pm Break

3:45 pm – 5:00 pm Breakout Sessions II – View the ASTP Annual Meeting app for details
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Tomorrow’s Agenda
December 5th 

9:25 am – 11:30 am

Morning Plenaries: 
- What the GPT? Does AI Have a Place in Health Care Delivery?
- Meeting the Mission with AI: How HHS is Using AI to Advance 

Health and Human Services

11:30 am – 1:00 pm Lunch on your own

1:00 pm – 2:00 pm Breakout Sessions III – View the ASTP Annual Meeting app for details

2:00 pm – 2:15 pm Break

2:15 pm – 3:15 pm Breakout Sessions IV – View the ASTP Annual Meeting app for details
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9:25 am – 11:30 am

Morning Plenaries: 
- What the GPT? Does AI Have a Place in Health Care Delivery?
- Meeting the Mission with AI: How HHS is Using AI to Advance

Health and Human Services

11:30 am – 1:00 pm Lunch on your own

1:00 pm – 2:00 pm Breakout Sessions III – View the ASTP Annual Meeting app for details

2:00 pm – 2:15 pm Break

2:15 pm – 3:15 pm Breakout Sessions IV – View the ASTP Annual Meeting app for details

Today’s Agenda
December 5th 
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