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MAIN MOTIVATIONS, OBJECTIVES AND PARTNERSHIPS 
The generation of accurate 3D representations of the world using images has been one of the main research 
topics for the last three decades in photogrammetry as well as in the computer vision community. Various 
methods with different outputs have been developed toward this scope for various applications such as 
mapping, autonomous navigation (Geiger et al., 2012), localization, and virtual reality.  Depth estimation and 
reconstruction from image data have led to incredible improvements in recent years, as also witnessed by the 
release of many commercial solutions that are nowadays common practice among practitioners in different 
domains. These solutions have mainly been developed following standard Structure from Motion (SfM) and 
Multiple View Stereo (MVS) pipelines and, for real-world and large-scale applications, are normally based on 
conventional approaches using hand-crafted features and user-defined parameters. Despite the impressive 
results of such solutions, delivering precise, complete, and aesthetically pleasing 3D reconstruction results in 
multi-view scenarios is still an open challenge for the scientific community. Inevitably, acquisition conditions 
such as image network geometry, illumination conditions, and sensor quality can severely affect the 
reconstruction results; however, the efficiency of the implemented algorithm is of utmost importance to 
ensure high-fidelity outcomes (Seitz et al., 2006; Wenzel et al., 2013; Remondino et al., 2014).  
 
Deep neural networks have been recently used in several visual recognition tasks such as image classification 
(Krizhevsky et al., 2012; He et al., 2016), object detection (Girshick et al., 2014; He et al., 2017), and semantic 
segmentation (Long et al., 2015; Chen et al., 2017; Badrinarayanan et al., 2017) with great success, mainly due 
to their capability to consider the global semantic context of the image.  For depth and disparity estimation, 
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convolutional networks have been exploited in the two-view (Zbontar et al., 2016; Kendall et al., 2017; Guo et 
al., 2019) and multi-view scenarios (Yao et al., 2018; Im et al., 2019, Xu et al., 2021b). Deep learning has also 
revitalized the interest in monocular depth estimation algorithms (aka SIDE or MDE) (Eigen et al., 2014; Laina et 
al., 2016; Godard et al., 2019; Hermann et al., 2020; Khan et al., 2020; Madhuanand et al. 2020) that have 
become popular in many indoor and outdoor applications due to their cost effectiveness and flexibility.  
 
Although the undeniable potential, the applicability of these methods in real-world scenarios is still debatable. 
Among the biggest concerns is the need for a vast amount of training data, the high memory requirements, and 
the limited generalization and domain adaptation performance. Several benchmarks have already been 
released by different communities in the last years to promote the development of efficient and reliable 
algorithms across different applications (Geiger et al., 2012; Mayer et al., 2016; Schöps et al., 2017; Koch et al., 
2019; Welponer et al., 2022). The ground truth in these benchmarks is usually provided by point clouds or 
surface models obtained by using active sensors or a-priory generated synthetic models of the scene.  
In photogrammetry and 3D vision, most of the benchmarks focus on satellite and terrestrial datasets 
(Welponer et al., 2022). Airborne benchmark data are historically less popular, although their number is 
progressively increasing: only a few of these benchmarks have been dedicated to UAV datasets (Nex et al., 
2015; Lyu et al., 2020; Zhao et al., 2020). These UAV datasets are mostly collections of images for semantic 
segmentation or aim to assess the image orientation process with ground control points, while the quality of 
the 3D reconstruction is mainly qualitative. UAV datasets allow ultra-dense 3D reconstructions but their 
comparison with conventional airborne LiDAR data is normally insufficient to allow a thorough comparison 
(Nex et al., 2022), given the different point densities of these data.  
 
The objective of this benchmark, UseGeo, is to bridge the aforementioned gaps, providing images and ground 
truth point clouds acquired by UAV platforms for the rigorous assessment of 3D reconstruction algorithms. The 
benchmark has been supported by ISPRS and aims to foster research on very high-resolution images and deep 
learning methods, giving a useful training set for both multi-view- and monocular 3D reconstruction 
algorithms.  
Simultaneous acquisitions of images and LiDAR were performed in different urban and peri-urban areas. While 
LiDAR was acquired (primarily but not necessarily) as a reference (GT), the image data sources were used for 
the training and testing of MVS and monocular 3D reconstruction algorithms. Different typologies of 
landscapes have been considered in the acquisition to deliver relatively heterogeneous scenes. The size of the 
benchmark datasets has been defined in such a way as to allow the training and the testing of both MVS- and 
monocular algorithms, with a specific focus on deep learning approaches; in this regard, the benchmark has 
been set to deliver both point clouds and depth maps as ground truth. The data have already been validated 
using a few meaningful state-of-the-art algorithms to assess their usability for image registration, single- and 
MVS 3D reconstruction tasks.  
 
This project has been completed thanks to the collaboration of researchers from three well-known institutions: 

ITC Faculty (University of Twente, The Netherlands), 3DOM (Fondazione Bruno Kessler, FBK, Italy) and KIT 

(Kurlsruhe Institute of Technology, Germany). The PI Francesco Nex (University of Twente, The Netherlands 

since May 2015) has been supported by co-PIs in the development of the different parts of this work (ITC / 

University of Twente, Netherlands). 
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BENCHMARK DATA COLLECTION – COMPLETION OF THE WORK 

In the following sections, the technical specifications of the used UAV platform and the description of the 

collected data will be given. The full benchmark includes some parts of the 3D Hesseinheim dataset as detailed 

in the following: for information on this dataset please refer to (Kölle et al., 2021).  

The UAS platform  
An Unmanned Aerial System (UAS) was used for data acquisition. The sensor setup encompasses a RIEGL 
miniVUX-3UAV scanner and a SONY ILCE-7RM3 camera. The average height above ground was 80m with a GSD 
of 2 cm. The average LiDAR point cloud spacing was 10 cm: in some areas, higher point density was achieved. 

 

 

 

VUX 3 specifications 

Frequency: 200 HZ 

Up to 200,000 measurements/sec 

Multitarget capacity  

 

 

SONY ILCE-7RM3 

Image: 7952 x 5304 pixels 

Pixel size: 4.5 µm 

Focal: 21 mm 

Figure 1 – The used drone and technical specifications of the payload 

The collected data 

Using this setup, a total area of 1.1*650 meters was acquired during a campaign over the Italian territory 
(Sardinia region) in April 2021. Three flights of several strips were performed, acquiring a total of 930 images 
(7952*5304). In particular, 224, 328 and 277 images were then used for each sub-dataset. An average flight 
height of about 80 m was adopted during the flights, while 10 cm point cloud spacing resulted from the LiDAR 
acquisition. RTK-GNSS techniques have been used to determine the position of the UAV during the flights. 
Trajectories were corrected using riPRECISION as first pre-processing step.  
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Figure 2 – Example of LiDAR point cloud, and the corresponding true orthophoto in correspondence of Area 1 

Thanks to the collaboration with the group led by Prof. Norbert Haala our benchmark was further enriched 
using some of the data generated for the 3D Hesseinheim dataset. In particular 270 images of this benchmark 
were added for the Single Depth Estimation task. For further information on the 3D Hesseinheim dataset, 
please refer to: https://ifpwww.ifp.uni-stuttgart.de/benchmark/hessigheim/default.aspx  

DATA PROCESSING  
The collected data were processed to deliver reliable input for the research community. These data went 
through different processing steps in order to deliver some useful outputs to be directly used by the 
community. In the following sections, a more detailed description of each of these steps is provided. Please 
note that the data alignment has delivered the final georeferenced LiDAR point clouds and the final orientation 
of the image blocks, while the generated depth maps have been used as input for the single image depth 
estimation task. Additionally, we delivered the LiDAR point clouds as a ground truth for the assessment of 
stereo-matching algorithms.  
 

Data alignment 

The initial dataset was LiDAR strips (.rdbx) in Scanner Coordinate System (SCOS), camera images with their 
orientations from GNSS/IMU, and the initial trajectory of the drone. For the alignment of the two datasets, the 
LiDAR and camera datasets first needed to be in the same reference system with a rough alignment. The hybrid 
adjustment (Pfeifer et al., 2014) approach was used as an efficient approach to align camera and LiDAR 
datasets. The hybrid adjustment approach simultaneously optimizes the orientation of LiDAR and camera data 
for their optimal alignment with minimal errors. The camera images were pre-processed to obtain exterior 
image orientations, image point observations, and tie points for the hybrid adjustment. In the hybrid 
adjustment, correspondences were established and selected between image pairs (IMG-IMG), overlapping 
LiDAR strips (STR-STR), image tie points, and LiDAR strips (IMG-STR) with a modified ICP algorithm. The false 
correspondences and outliers were rejected based on several threshold criteria. The subsets of the points are 
selected from the correspondences with a uniform sampling technique to make the adjustment process 
computationally efficient, which selects the points from both the datasets in the object space as consistently as 
possible. The uniform sampling technique ensures that the uniform distribution of points in the 
correspondences and equal-area regions are weighted equally within the hybrid adjustment. 

https://ifpwww.ifp.uni-stuttgart.de/benchmark/hessigheim/default.aspx
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Figure 3: LiDAR and camera data alignment process 

The main iteration loop in the hybrid adjustment starts with the direct georeferencing of the LiDAR strips with 
the initial parameters in the first loop and estimated parameters from the hybrid adjustment in the subsequent 
loops. The potential correspondences are matched, i.e., the nearest neighbour of a query point in the 
overlapping point cloud. The false correspondences are rejected and removed in the subsequent step based on 
roughness criteria, the distance between the corresponding points, and the threshold angle between the 
normals of the corresponding points. The correspondences that remained after the rejection step are weighted 
based on their surface roughness and angle between respective surface normals. It is worth mentioning that 
the correspondences were newly established in each iteration of hybrid adjustment. After a given number of 
iterations are completed, the LiDAR strips were georeferenced with the estimated parameters in the final 
iteration loop of the hybrid adjustment. As a final product of the hybrid adjustment, adjusted LiDAR strips, 
adjusted image orientations, and the adjusted trajectory of the UAS were obtained. 
After the hybrid adjustment implementation, the camera images with adjusted orientations were processed in 
Pix4DMapper software. The primary quality analysis for camera alignment was carried out in CloudCompare 
software with the computation of the mean cloud-to-cloud (C2C) distances between LiDAR and camera point 
clouds. The mean C2C distances were chosen as lower C2C distances as a measure of better alignment of point 
clouds. The mean C2C distances after implementation are summarized in table 2. 
 

Table 1: Mean C2C distances between LiDAR and camera point clouds after hybrid adjustment 

Dataset Mean C2C distances between 
LiDAR and camera point 
clouds after hybrid 
adjustment (cm) 

Dataset_A 8.8 

Dataset_B 8.5 

Dataset_C 6.7 

 

After implementing the hybrid adjustment, the alignment between LiDAR strips and camera data was obtained 
up to a cm level of accuracy without using any ground truth inputs in the form of Ground Control Points (GCPs) 
or Control Point Clouds (CPCs). Accordingly, the quality of results after hybrid adjustment is promising, 
especially if we expect to increase the accuracy with the use of the reference data in the adjustment when 
available. 
 

Depth map generation  

After the camera orientation step, for each image, the corresponding projection matrix P is obtained, 
encapsulating the extrinsic and intrinsic parameters. For this task, it was decided to use the undistorted imaged 
generated by Pix4Dmapper instead of the original images. Given this information along with the GT point cloud 
acquired with the laser scanner, we generated a GT depth map for each image by projecting the 3D points into 
the image plane. Occluded areas are taken into consideration and potential gaps are treated using nearest 
neighbour interpolation.  
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Figure 4. For each image of known orientation parameters, a GT depth map is generated by projecting the LiDaR 3D points 

 

3D point clouds 

As already mentioned, the LiDAR point clouds have been added to the downloadable material of the 
benchmark in order to allow their use for image matching algorithm assessment or any other further use from 
the scientific community.  

EVALUATION CRITERIA AND PROCEDURES 
The benchmark focus is on two main goals: a) Single image depth estimation algorithm assessment, b) stereo 

matching 3D point cloud assessment. In the following, we report the processing of few preliminary results 

achieved using a SIDE state of the art algorithm (Madhuanand et al., 2021). Details on the training strategy and 

the performed tests are reported too.  

 

The input images for training the model (Madhuanand et al., 2021) are a combination of nadir images from 
Hessigheim and Zeche Zollern (Nex et al., 2015) datasets. The images from Zeche Zollern and Hessigheim 
datasets are of size 6132*8176 and 1989*1320, respectively, with an overlap of 80% with consecutive images. 
While both datasets comprise features like rooftops, vegetation, roads, and barren land, the Zeche Zollern 
dataset appears to be more of an urban setting than the Hessigheim dataset. From both datasets, a  total 
number of 1036 images were used for training, 136 images for validation, and 88 images for testing.  
The model (Madhuanand et al., 2021) was implemented using PyTorch framework (Paszke et al., 2017) and 
trained using resized input images of resolution 640×352 pixels. Learning rate was set to 10-5 and the Adam 
optimizer (Kigma et al., 2014) was considered. The training lasted  40 epochs with a batch size of 12. The 
weights between different loss terms are taken from Madhuanand et al., (2021). We used a single Nvidia Titan 
Xp GPU with 16 GB memory for the computation which took ca. 11 hours. The trained model is tested on the 
88 images from the Hessigheim dataset. To assess the performance, various pixel-wise metrics are calculated 
between the model depths and reference depths as given in the Table.  
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Table 2: Preliminary results of the used SIDE algorithm (Madhuanand et al., 2021) 

Method 
Training 
dataset 

Testing 
dataset 

Abs 
Rel 

Sq 
Rel 

RMSE 
δ1.25 

(Higher is 
better) 

δ1.15 
(Higher is 

better) 

δ1.05 
(Higher is 

better) 

Madhuanand 
et al., (2021) 

Zeche Zollern 
+ Heissinheim 

Heissinheim 0.085 1.020 10.013 0.979 0.827 0.319 

 
From the model depths it can be observed that the edges of buildings, roads, and other structures are 
reconstructed sufficiently in comparison to the trees and objects that are closer to ground level. Also, the 
objects near the margins are slightly distorted.  

Test Image Reference depth Model depth 

   

   

   

   

   

Figure 5. Examples of SIDE results: input image (1st column), ground truth (2nd column) and corresponding results (3rd column) 
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DATA DELIVERY 
The dedicated webpage on the FBK’s website has been implemented: (https://usegeo.fbk.eu/home). Any 

interested researcher can learn more about the dataset from this website. The data are freely available at the 

following link: https://drive.google.com/drive/u/0/folders/1csxyFxDDF3x3MwbmMdC1XwkeEPElKMb1  

The folders are structured in an intuitive way. As the amount of data is very high, it was decided to 

downsample undistorted images and corresponding depth maps in the final release of the data. This makes the 

amount of data more manageable (within a few hours) for the download.  

 

The Team of this SI will communicate with Markus Englich (ISPRS webmaster) to include the relevant 

information about this benchmark in the ISPRS website too, guaranteeing the best possible visibility to this 

initiative.  

DISSEMINATION 
The Scientific Initiative has been largely advertised during the ISPRS Congress 2022 in Nice with a dedicated 

presentation given by the PI Francesco Nex. It is still under development a scientific paper that will be 

submitted to the ISPRS Open Journal in the next months. This paper will give more details on the collected 

data, the pre-processing and the final delivery for the community.  
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