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Healthcare data accessibility for machine learning (ML) is encumbered by a range of stringent 
regulations and limitations. Using synthetic data that mirrors the underlying properties in the real 
data is emerging as a promising solution to overcome these barriers. We propose a fully automated 
synthetic tabular neural generator (STNG), which comprises multiple synthetic data generators and 
integrates an Auto-ML module to validate and comprehensively compare the synthetic datasets 
generated from different approaches. An empirical study was conducted to demonstrate the 
performance of STNG using twelve different datasets. The results highlight STNG’s robustness and its 
pivotal role in enhancing the accessibility of validated synthetic healthcare data, thereby offering a 
promising solution to a critical barrier in ML applications in healthcare.

Over the last few decades, the quantity of data generated in the healthcare sector has increased exponentially. 
The use of electronic health records (EHR) along with digital medical, radiology and pathology data are major 
sources of this medical data expansion, which provides a wealth of information and possibilities for advancing 
research and innovation. This can ultimately improve patient care and provide more cost-effective delivery 
platforms. However, healthcare data is typically governed by stringent regulations involving the Health Insurance 
Portability and Accountability Act (HIPAA) in the United States and the General Data Protection Regulation 
(GDPR) in Europe, respectively, which prevents it from being readily accessible to the broader research 
community. Even when such data are available, investigators often need to submit appropriate proposals to 
regulatory committees such as institutional review boards (IRBs) to ensure necessary protection of such data and 
their associated patient privacy before conducting research. In most cases, this is a lengthy process and delays 
the pace of research, especially for pilot studies. A recent report from the US Government Accountability Office 
identified data availability as a main barrier to the application of artificial intelligence (AI) and machine learning 
(ML) in healthcare1. This explains in part, the sluggish adoption of such tools within medicine.

Synthetic data is a promising solution for overcoming these data access issues2,3. Synthetic data is not to 
be confused with de-identified real data which can be theoretically re-identified. Synthetic data is “new data” 
that is generated from its real data counterpart based on their shared collective mathematical and statistical 
relationships, which enables a new acquired function (i.e. model) to generate such new data. The ultimate 
goal is to produce a synthetic dataset that closely resembles its real data counterpart by retaining its statistical 
characteristics, while nearly eliminating patient privacy concerns (since the individual instances in such “new 
data” do not represent any real individuals)2,4,5. In short, with this method, researchers can create fresh new 
datasets for analysis and innovate and advance research and quality assurance studies without jeopardizing 
patient privacy or flouting legal requirements. In short, synthetic data lowers entry barriers for healthcare 
research and innovation by enabling researchers to test their pilot study ideas, train their necessary algorithms 
and even help simulate various clinical scenarios or situations in the absence of the real patient data6. Such 
an approach will not only dramatically expedite the start of most pilot projects but will also help increase the 
number of new ideas and clinical studies, while minimizing current known temporal and bureaucratic barriers. 
Since synthetic data are artificially generated using computer algorithms, investigators are also able to generate 
data with expanded sample sizes, which may significantly reduce data collection cost and provide greater 
statistical power (i.e., especially useful in the rare disease or limited data domains). Given these advantages, 
it is not surprising that Gartner predicts approximately 60% of the data used for AI and analytics will become 
synthetically generated by 2030.
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The existing methods for synthetic data generation can be generally divided into probability distribution 
methods and neural network methods. The early synthetic generation methods can trace back to statistical 
imputation used to address missing data7,8, which typically starts by estimating a probability distribution of 
the real data, and then draws random samples from the distribution as synthetic data. One popular method is 
the Gaussian copula approach that estimates a joint distribution of the variables in the dataset with a Gaussian 
copula reflecting the dependency of each variable amongst others9–11. The chained-equation approach is another 
common method that estimates the conditional distribution of each variable given others and thus generates 
the synthetic data from the conditional distributions sequentially12. Recent developments in synthetic data 
generation are also starting to adopt state-of-art neural network algorithms, which are changing this landscape. 
Specifically, these include Generative Adversarial Network (GAN) based approaches13, which jointly train two 
neural networks, one to generate synthetic data and another to discriminate the real data and the synthetic 
data generated by the first network. The two neural networks compete against each other to achieve optimal 
performance. GAN-based approaches have been shown to be remarkably successful in generating synthetic 
tabular data, electronic health records (EHR), texts and images5,14–17. Besides GAN-based approaches, another 
category of neural network used to generate such synthetic data are based on variational autoencoder (VAE)18, 
which include the tabular variational autoencoder (TVAE) and oblivious variational autoencoder (OVAE)19,20. 
TVAE-based approaches are particularly successful for tabular data, which may sometimes outperform the 
GAN-based approaches in empirical studies20.

Built upon these algorithms, there are various open source and commercial platforms for synthetic data 
generation. The Synthetic Data Vault (SDV), created by MIT’s Data to AI Lab, is the largest open source 
ecosystem for synthetic data generation and evaluation21. SDV implements various copula and deep learning-
based algorithms for synthetic data generation, and provides an evaluation framework to assess the quality of 
such synthetic data. Other open source software include the R packages synthpop22 and SimPop23 and the Python 
package DataSynthesizer24. However, one of main challenges for operating these platforms is the requirement for 
sophisticated coding knowledge and software engineering along with machine learning and statistical expertise. 
There are also several commercial platforms available for synthetic data generation, such as Syntegra, MDClone, 
and Octopize MD. However, regardless of the platform employed (open source or commercial), no single 
approach can address all tabular data needs and their intrinsic variabilities with great ease.

Learning from the strengths and limitations of the available approaches inspired the development of a non-
biased platform that can address many of these needs by embracing and combining both traditional (non-neural 
networks) and non-traditional (neural networks) approaches that help to minimize the limitations encountered 
in the existing platforms within the tabular data domain. In this paper, we introduce Synthetic Tabular Neural 
Generator (STNG), a fully automated novel platform that incorporates multiple synthetic data generators 
along with its embedded Auto-ML validation platform (Fig. 1), which incorporates a strict ML-based approach 
to authentication along with various non-ML statistical metrics. STNG is based on a non-biased (i.e. “no 
assumption”) approach to tabular synthetic data generation. It incorporates eight simultaneous synthetic data 
generation methods which include the aforementioned single-function methods (i.e., Gaussian copula, copula-
GAN, conditional-GAN and TVAE) along with a modification of each of these methods through a novel multi-
function approach (herein referred to as the STNG version for each). Thereafter, STNG’s Auto-ML validation 
module enables rapid validation and comparison of the synthetic datasets it generates based on a STNG ML 
score that combines the ML and statistical evaluations of each synthetic dataset. This approach ultimately can 
help investigators to overcome various regulatory hurdles and help drastically expedite their pilot research and 
quality studies within the tightly regulated medical information space. 

Results
To demonstrate the performance of STNG, an empirical study was conducted using twelve real datasets for both 
binary and multiclass classification tasks (Table 1). There are 9 datasets for binary classification and 3 datasets 
for multi-class classification. Within each of these datasets, the number of features (i.e., independent variables) 
vary from 6 to 98 and the sample sizes vary from 280 to 13,611. The oxide dataset was provided as a courtesy by 
Prof. Galen Stucky from the University of California at Santa Barbara. All other datasets are publicly available 
from Kaggle (www.kaggle.com), University of California Irvine Machine Learning Repository, and the National 
Health and Nutrition Examination Survey (NHANES) from the Centers for Disease Control and Prevention.

Among the 9 datasets with binary outputs, the STNG synthetic data generators outperformed the generic 
open-source synthetic data generators in 7 of the 9 binary dataset studies (Fig. 2). More specifically, the synthetic 
datasets generated using the STNG Gaussian copula approach were found to be the top performer for five 
datasets based on the STNG ML score. For the COVID dataset, STNG TVAE had the highest STNG ML score, 
and STNG CT-GAN has the highest score for the oxide dataset. For the asthma dataset, the generic Gaussian 
copula approach had the best performance, and the generic TVAE approach performed best for the breast 
cancer dataset. However, for three datasets, the generic TVAE approach had no STNG ML scores since the 
corresponding synthetic datasets failed to produce the minimum 80 observations per class as required by the 
STNG Auto-ML process. On the contrary, the modified STNG multi-function approach had no such failures. 

Similar findings were observed in the results of the three datasets with multi-class outputs (Supp. Figure 1). 
These observations demonstrate that STNG’s multi-function approaches generally led to better performance 
than the generic approaches, though a larger study is needed to further validate these findings. In the following 
paragraphs, we illustrate the detailed results for the heart disease dataset, the stroke dataset, and the NHANES 
diabetes dataset, respectively.

Heart disease data Figure 3 shows the AUCs by applying the Auto-ML module to the real and eight synthetic 
heart disease datasets, respectively. The left-most AUC was AUCrr (0.9018, 95% CI=[0.8555, 0.9481]), the AUC 
calculated by applying the best model derived from the real training set to the real generalization or test set. Each 
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synthetic dataset had two AUCs (AUCsr and AUCss), which were derived by applying the best model from the 
synthetic training set to the real and synthetic test sets, respectively. AUCrr, AUCsr and AUCss were then used to 
compute the Auto-ML score (see Methods).

The synthetic dataset from STNG Gaussian copula was identified as the best synthetic dataset since it had the 
highest STNG ML score (see Methods) of 0.9213. It had an AUCss of 0.8761 and an AUCsr of 0.8771, respectively, 
which led to the highest Auto-ML score of 0.9743. It also had the highest statistical similarity score of 0.8684. The 
generic Gaussian copula generator had its AUCsr (0.9161) close the real AUC (AUCrr), but its AUCss was lower, 
leading to a smaller auto-ML score. Its STNG ML score was the second highest. While the STNG copula GAN 
generator and STNG CT GAN generator had higher AUCss and AUCsr than STNG Gaussian Copula, their Auto-
ML scores were lower since there were greater discrepancies between their AUCss and AUCsr. In fact, their AUCss 
values were both close to 1 but their AUCsr values were 0.9207 and 0.8738, respectively, suggesting potential 
overfit of their ML models. The two TVAE-based generators had the same issue. Their STNG ML scores were 
thus around 0.8. The generic copula GAN and CT GAN approaches did not yield satisfactory performance. 

Supplementary Table 1 shows the metrics from classic statistical evaluation of the synthetic datasets. The 
synthetic dataset generated using the STNG Gaussian copula approach generally had the highest pre-AutoML 
scores.

Fig. 1. STNG synthetic data generators and Auto-ML infrastructure.
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For the optimal synthetic dataset from STNG Gaussian copula, the absolute means and standard deviations 
of individual variables were calculated and were compared with the corresponding values from the real dataset 
(Fig. 4A). Furthermore, the cumulative sum plots were also derived for each variable in the real and synthetic 
dataset (Supp. Figure 2), showing generally consistent agreement, except for a small deviation for the variable 
of SBP (systolic blood pressure). The pairwise correlations showed the bivariate relationships in the real and 
synthetic datasets (Fig. 4B). The differences of the pairwise correlations were generally smaller than 0.1, and the 
correlations between SBP and other variables were slightly higher in the synthetic dataset. 

Stroke data For this dataset, the AUCrr was 0.8418 (95% CI=[0.7982, 0.8854], Fig. 5). The STNG Gaussian 
copula synthetic dataset had an AUCss of 0.8835 and an AUCsr of 0.7917, which led to the highest Auto-ML score 
of 0.8581. It also had the highest statistical similarity score of 0.7571, and thus its STNG ML score was highest at 
0.8076. The generic CT GAN had very similar AUCss and AUCsr, and its STNG ML score was ranked the second 
at 0.7903. It is worth noting that the two TVAE generators had higher AUCs on the synthetic generalization 
datasets (AUCss=0.9528 and 0.9971, respectively), but their AUCsr’s are much lower (0.6195 and 0.7538, 
respectively), leading to STNG ML scores ranked at the bottom.

The statistical evaluation metrics of the synthetic stroke datasets were provided in Supp. Table 2. Each variable 
had general consistency between the real and STNG Gaussian copula synthetic datasets except for the variable 
of age (supp. Figure 3). 

NHANES diabetes data. The output variable in this dataset had three classes: normal condition, pre-diabetes 
and diabetes, whose sizes were 1969, 140 and 328, respectively. The generic TVAE generator had missing AUCsr 
and AUCss (Fig. 6) since the synthetic dataset it generated had less than 80 observations in the pre-diabetes class. 
It thus had no STNG ML score and was ranked at the bottom.

The STNG TVAE approach had the highest STNG ML score of 0.8002 since its AUCsr and AUCss were 
very close to each other (0.896 and 0.8746), and both were close to the real AUC (AUCrr=0.8784). The STNG 
Gaussian copula approach also had similar AUCsr and AUCss, but their values were around 0.55, much smaller 
than AUCrr. Supp. Table 3 shows the statistical evaluation metrics of each synthetic dataset. 

Discussion
Machine learning and deep learning models are used in numerous artificial intelligence (AI) applications 
in healthcare. Feeding these algorithms with sufficient and accurate training data is crucial for successful 
development of ML models and their application. However, patient data availability remains a significant 
challenge in practice and requires alternative approaches to overcome some accessibility hurdles. Synthetic data 
provide a promising solution to overcome such challenges33 and the use of a fully automated synthetic data 
generation and validation platform such as STNG can help address some of these needs.

In this study, we were able to show that when compared to existing synthetic data generation methods, 
STNG’s unique “no-assumption” approach can help address many of the limitations and shortcomings of current 
traditional approaches. First, STNG employs a multi-function approach to the generic synthetic generation 
methods. As shown in this study, the multi-function approach of STNG is more likely to yield better synthetic 
datasets than the generic approach. However, a larger empirical study is highly deserved to establish definite 
statistical significance for comparing different generation methods. Secondly, STNG proposes a novel ML score 
to evaluate synthetic datasets. The STNG ML score combines the difference in the ROC-AUC in ML models 
trained from the real and synthetic data and the generalization difference from the same model being applied 
to the real and synthetic validation sets. The derivation of the STNG ML score thus mimics the ML process 
realistically. Thirdly, STNG embeds an Auto-ML validation module, which trains various classification models 
automatically. This enables fast and accurate selection and ranking of the synthetic generators. Lastly and most 
importantly, STNG makes no preliminary assumption about the best synthetic data generators and generates 
eight synthetic datasets concurrently for each real input dataset, which translates to a higher likelihood of 
acquiring the best performing synthetic data for a given task.

Dataset Number of classes Number of features Sample size Data source

Asthma attack 2 98 2026 National Health and Nutrition Examination Survey

Wisconsin Breast cancer 2 9 697 Kaggle 25

Breast cancer recurrence 2 20 280 University of Irvine ML repository 26

COVID19 2 88 362 PRIDE repository (project PXD021388) 27

Diabetes 2 8 768 Kaggle - National Institute of Diabetes and Digestive and Kidney Diseases

Heart disease 2 13 303 Kaggle

IBM employee attrition 2 50 1676 Kaggle

Oxide class 2 8 383 Courtesy dataset of Professor Galen Stucky (University of California, Santa Barbara)

Stroke 2 10 4981 Kaggle

Dry beans 7 16 13,611 Kaggle 28

Diabetes 3 17 2437 National Health and Nutrition Examination Survey (2015–2016) 29

Pancreatic cancer 3 6 590 Kaggle 30

Table 1. Datasets used in the empirical study.
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The current platform of STNG have several limitations. First, it only addresses classification tasks in machine 
learning. One imminent extension is to incorporate regression and time series modeling into the pipeline, which 
are commonly encountered in healthcare. Secondly, STNG currently is not applicable to the datasets with the 
number of features greater than the sample size. Finally, STNG is limited to synthetic tabular data generation. 
Another future direction is to expand STNG’s capacity in these arenas of synthetic images and texts using the 
emerging generative AI methods.

Fig. 2. STNG ML Scores of the synthetic datasets for the datasets with binary outputs.
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The use of STNG can drastically facilitate our data access needs, which expedites the current approach of 
using real data to facilitate the use of synthetic data, thus bypassing cumbersome regulatory issues. The ability 
to do many pilot studies will enable the testing of many ideas simultaneously, so that the best ideas for studies 
can be brought forward and used to help shape the future of healthcare. Additionally, such a platform can 
also help facilitate increased studies for rare diseases or limited data by providing expanded synthetic data for 
such studies. The use of synthetic data will inevitably transform our approach to many AI-ML studies within 
medicine and help to enhance our future patient care approaches and needs. Synthetic data are closely associated 
with digital twins31,32. Through creating the digital twins of real patients, STNG can be used to evaluate different 
treatment options and predict the patient outcomes, thus informing the optimal treatment strategy and reducing 
healthcare cost.

While the use of synthetic data may significantly improve healthcare by mitigating regulatory burdens and 
privacy concerns, ethical questions regarding the potential misuse of the synthetic data also rise. Such ethical 
questions could be associated with the generation, sharing and modeling of the synthetic data. Some major 
challenges include bias and fairness of the data, potential privacy compromise, and unwarranted use of the 
synthetic data31,33. Thus, in addition to the software development related with synthetic data, the healthcare 
sector needs to prioritize measures to ensure ethical handling of the data and protect patient well-being.

Methods
Synthetic data generation
For each input dataset, STNG concurrently runs and auto-validates eight synthetic data generators, including 
the generic versions of Gaussian copula, copula-GAN, conditional-GAN (CT-GAN) and TVAE, along with 
the STNG’s modification to each. STNG makes no preliminary assumption about the best generator, and will 
generate eight synthetic datasets in parallel, which ultimately maximizes the likelihood of attaining the best 
performing synthetic dataset (regardless of whether it is generated through the STNG multi-function approach 
or one of the generic approaches).

The default sample size of each synthetic dataset generated by STNG will be the same as the real input dataset. 
However, STNG also provides options to increase the synthetic sample size to 2, 3, 4 or 5 folds if needed. The 
ability to expand the size of the synthetic dataset could be of great value for real datasets with limited sample 
sizes, and it may also improve the statistical reliability of the performance measures when applied for machine 
learning.

Fig. 3. Areas under the curve (AUCrr, AUCss, and AUCsr) for evaluating synthetic heart disease datasets.
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Automated machine learning (Auto-ML) validation
STNG embeds an Auto-ML module to evaluate the classification performance of the synthetic datasets 
generated within each of eight synthetic generator pipelines. The Auto-ML module incorporates five popular 
ML algorithms for binary or multi-class classification tasks, including logistic regression, naïve Bayes, k-nearest 
neighbor (KNN), support vector machine (SVM), and multi-layer perceptron (MLP) neural network. Selection 
of the specific supervised algorithms noted above were intended to balance analytics needs with computational 
demands within the STNG platform. Therefore, certain computationally demanding supervised algorithms (e.g. 
ensemble decision trees such as random forest and GBM) were not included in the current Auto-ML module.

For each Auto-ML classification algorithm, STNG also implements different options for feature selection, 
variable scaling needs and hyperparameter tuning (Table 2). For feature selection, the top 30%, 50%, 80% or 
100% of features are incorporated in each run according to their F test statistics to help optimize noise reduction 
within the dataset. Features also undergo scaling through the standard scaling method, which converts the 
means of the features to zero with standard deviations of one. Hyperparameters for each classification algorithm 
are acquired through a random search approach or a customized grid search method, except for naïve Bayes 
since it precludes any hyperparameter tuning needs. The combinations of various supervised algorithms, scalers, 
feature selectors and hyperparameter tuners lead to a total of 80 pipelines deployed for each synthetic dataset, 
equating to 74,480 total number of ML models generated and evaluated for each of the synthetic data generators. 
Therefore, the total number of ML models generated in all 8 synthetic data generators (i.e., for an entire full run) 
equates to 640 pipelines, translating to 595,840 total ML models generated and evaluated in the entire process. 
This allows for a comprehensive and unbiased model selection approach for any given dataset.

Evaluation of synthetic data
Auto-ML evaluation. To apply the Auto-ML module to evaluate synthetic data, the real input dataset is first split 
into a training or initial validation set and a secondary generalization test set. The real training/initial validation 
dataset has equal number of observations for each output class and the sample size per class is half of the size of 
the smallest output class in the original real dataset (Fig. 1). Moreover, the total sample size of the real training 
set within the Auto-ML is capped at up to 500 in order to train all ML models in a manageable time period. 
The remaining observations are included in the secondary generalization test set. Similar to the real data splits 

Fig. 4. Univariate and bivariate comparison of the real and STNG Gaussian copula synthetic datasets: A) 
comparison of means and standard deviations from the real and synthetic heart disease datasets; (B) pairwise 
correlations of the real and synthetic data, and their difference.
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described above, each synthetic dataset is split into a training/initial validation dataset followed by a secondary 
generalization test set, which are referred to as synthetic training/initial validation and synthetic secondary 
generalization test sets, respectively.

A novel approach using various ROC/AUC measures is performed to allow objective comparisons of the true 
ML performance of each synthetically generated dataset to each other and their real data-based ML performance. 
This novel approach is referred to as the STNG ML score which is a combination of the “initial Auto-ML Score” 
along with the pre-ML statistical similarity score and is calculated as follows:

Initial Auto-ML Score calculation:

 1.  The Auto-ML module is applied to the real training dataset and the optimal real ML model will be the model 
with the highest area under the receiver operating characteristics curve (AUCrr) from the real generalization 
dataset;

 2.  The classification performance of the synthetic dataset is obtained by.

  a.  applying Auto-ML to the synthetic training dataset to identify the optimal synthetic model with the 
highest AUC from the synthetic generalization dataset (AUCss); and then.

 b.  the optimal synthetic model in step 2a is applied to the real generalization dataset to obtain the AUC 
(AUCsr);

 3.  the “Initial Auto-ML score” is calculated as 1 – min(|AUCsr-AUCrr|+|AUCss-AUCsr|, 1).

In summary, the approach essentially treats the real secondary/generalization test set as a tertiary test set for 
the best ML model from the synthetic training set. Thereafter, STNG evaluates the true performance of each 
synthetic dataset by comparing its synthetic data-based ML model prediction performance with the performance 
of the real data-based ML model (i.e., the ground truth). Based on the above calculation, the “initial Auto-ML 
score” will always yield a value between 0 and 1, with a value of 1 indicating a perfect replication and 0 signifying 
no similarity.

The extension of the STNG Auto-ML score to multi-classification is straightforward. The one-vs-rest approach 
is used to derive one ROC curve for each class and the AUC is computed as the macro average. The AUCs and 
the Auto-ML score will not be computed for a synthetic dataset with a class size of less than 80 observations, 
which is sometimes noted in the generic synthetic data generators but not in the STNG multi-function synthetic 
data generators.

Fig. 5. Areas under the curve (AUCrr, AUCss, and AUCsr) for evaluating synthetic stroke datasets.
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Statistical evaluation. In addition to the novel Auto-ML score, STNG also evaluates the quality and utility 
of the synthetic datasets as compared to their real data counterparts by calculating various standard non-ML 
statistical metrics such as the Kullback-Leibler (KL) divergence and the Kolmogorov-Smirnov (KS) test statistic 
(Supp. Table 4). These metrics can be generally grouped into three categories: univariate, bivariate and overall 
metrics5,34, and the details are described in the Supplementary Materials. There are referred to as pre-AutoML 
metrics since they can be derived without applying the Auto-ML module to the synthetic data.

STNG’s ML score and ranking synthetic datasets As noted earlier, the final STNG ML score is the average 
of the Initial Auto-ML score and the aforementioned statistical similarity score. By definition, the value of the 
STNG ML score ranges between 0 and 1, where an ML score closer to 1 indicates that the synthetic dataset is 
more similar to the real counterpart.

STNG ranks the eight synthetic datasets based on overall STNG ML scores, and the dataset with the highest 
score is recommended. The users may download any synthetic datasets as desired (especially since there may 
be value in the other less correlated synthetic data generated as in their usage in future simulation studies for 
data drift assessments, etc.). As described above, the initial Auto-ML score will not be computed for a synthetic 
dataset if it does not meet the minimum sample size requirement (i.e., 80 observations per class), and such 
synthetic dataset thus has no overall STNG ML score. A synthetic dataset without a ML score will be ranked 
lower than those with ML scores. In rare cases in which there are multiple synthetic datasets without ML scores, 
they will be ranked randomly.

Options

Supervised ML algorithms Logistic regression, naïve Bayes, k-NN, SVM, and MLP neural network

Feature subsets used 30%, 50%, 80%, 100% through the F-statistic select percentile method

Scaling Standard scaling method versus no scaling

Hyper-parameter searchers Grid search and random searcha

Table 2. Classification algorithms and their options implemented in STNG’s Auto-ML module. aNot applicable 
for naïve Bayes classification.

 

Fig. 6. Areas under the curve (AUCrr, AUCss, and AUCsr) for evaluating synthetic NHANES diabetes datasets.
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Environment and usage requirement
STNG is a versatile dockerized on-premise synthetic data generator designed to address online security concerns 
by operating within a user’s private IT environment. It is ideal for organizations aiming to protect sensitive data 
while utilizing synthetic data capabilities.

Deployment STNG can be seamlessly installed and deployed as a Docker desktop application, ensuring that all 
data remains securely within the containerized environment. Additionally, STNG offers a private cloud configu-
ration (SaaS), allowing for flexible deployment options based on organizational needs.

Architecture The software architecture of STNG features a robust API backend and a responsive HTML5 fron-
tend. A sophisticated message broker system is employed to queue tasks and efficiently distribute them across 
multiple worker nodes, facilitating scalability and performance. This architecture is specifically tailored to han-
dle large-scale data operations while maintaining high security and operational standards.

Data security and access control To further secure data, STNG supports SSL for encrypted data transmissions. 
Access to the system can be regulated through integration with enterprise-level LDAP, ensuring that only au-
thorized personnel have access to sensitive functionalities.

User interface and documentation STNG is equipped with an intuitive user interface that simplifies interaction 
with the system, making it accessible to users of varying technical expertise. Comprehensive documentation is 
provided, including a detailed user guide and a step-by-step installation manual, to assist users in setting up and 
maximizing the utility of STNG.

Data availability
The availability of the real datasets analyzed in this study is described in the manuscsript. All datasets are pub-
licly available except for the oxide stress dataset. The oxide stress dataset and all the synthetic datasets generated 
and used in the analyses are upon reasonable request from the corresponding author.
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